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Information	  and	  Information	  
Technology

CSC121,	  Introduction	  to	  Computer	  
Programming	  I

computational	  problems	  =	  informational	  problems

• to	  understand	  computational	  processes,	  we	  
must	  understand	  the	  nature	  of	  information
– how	  it	  is	  represented

• along	  the	  way,	  we	  will	  examine
– communication	  systems
– information	  technologies
– digital	  vs.	  analog	  data	  (i.e.,	  representations	  of	  
information

What	  is	  information? What	  is	  information?

• knowledgemeans	  to	  acquire	  information
• facts are	  the	  contents	  of	  information
• data are	  the	  representation	  of	  information

the	  primacy	  of	  the	  concept	  ‘information’

examples:
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Claude	  Shannon

• M.S.	  Thesis	  (1937),	  digital	  
circuit	  design

• modern	  cryptography	  
(1949)

• along	  with	  Ed	  Thorp,	  
developed	  applications	  of	  
game	  theory	  (“Kelly’s	  
Criterion”)	  for	  gambling

• “A	  Mathematical	  Theory	  of	  
Communication”	  (1949)

communication	  system

• signal
• message
• information

information	  	  à message	  à signal

communication	  system technology

• a	  technology is	  an	  artificial	  instrument,	  
process	  or	  system	  that	  extends	  human	  
capabilities	  to	  perform	  some	  task

• artificial
• extensions	  of	  natural	  or	  customary	  methods
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information	  technology

• information	  technologies extend	  our	  
capabilities	  for	  gathering,	  storing,	  managing,	  
and	  distributing	  information
–written	  language	  is	  one	  of	  the	  earliest	  and	  
remains	  one	  of	  the	  most	  significant	  forms
– helps	  us	  extend	  the	  natural	  boundaries	  of	  
space	  and	  time

digital	  data

• “data”	  is	  a	  physical	  (symbolic)	  representation	  
of	  information

• “digital”	  refers	  to	  numbers
• digital	  data	  has	  two	  important	  properties
– each	  symbol	  or	  token	  is	  discrete
– each	  symbol	  or	  token	  is	  precise

digital	  data

INFORMATION DATA DIGITAL	  DATA
understood by	  
humans

a	  physical	  
representation

encoded	  using	  a
finite	  numeric	  
representation

thoughts, ideas,	  
concepts,	  etc.

speech, writing,	  
video,	  etc.

bits, bytes,	  etc.

digital	  vs.	  “analog”	  data

• analog	  data	  is	  represented	  continuously	  as	  
variations	  (of	  values)	  over	  time	  and/or	  space
– e.g.,	  sound,	  air	  pressure,	  light,	  electrical	  signals

THE DIGITAL DOMAIN 21

Analog Versus Digital Information

Even though modern information technologies are based on digital representations of data,
many natural forms of representing information are analog. Strictly speaking, the terms ana-
log and digital fit more comfortably in the discourse of signal processing, the realm of com-
munications technologies. Considering these concepts in the context of how information may
be represented in general, however, is useful. Analog representations are continuous over some
dimension, such as time. Sound provides a good example for how information may be repre-
sented in analog form. Sounds are rapid vibrations that are transmitted as variations in air
pressure. If you were to measure the intensity of a tone, for instance, it would be plotted as a
continuously undulating line or wave, like the one depicted in Figure 2.1. Its amplitude or in-
tensity would vary smoothly and continuously over time. 

Continuity is an essential feature of analog information. At every instant, we can measure
the amplitude of a sound, for example. Hence, the curve in Figure 2.1 plots an infinite amount
of information because a continuous curve has an infinite number of points. Just about every-
thing in nature is susceptible to an analog representation. Besides sound, light, water, elec-
tricity, wind, and so on are all measurable using analog methods.

In contrast, digital information is, of course, discrete and finite. A digital representation
of sound, for example, would be a finite series of instantaneous pulses. The intensity of the
pulse is measured at distinct intervals of time. Between these intervals no measurements are
made. Figure 2.2 shows the same sound illustrated in Figure 2.1, but represented digitally. In
contrast to analog forms, a digital representation contains a finite amount of information.
Digital information sacrifices exactness for a precise, compact representation. 

Time

A
m

pl
itu

de

Figure 2.1 
Sound can be plotted as a wave whose
amplitude varies continuously over
time. Here is a sample wave pattern.
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Figure 2.2 
A sampled version of the sound wave in
Figure 2.1 is shown here. The bars rep-
resent sampled amplitudes measured at
regular intervals. These values can be
used to reconstruct a facsimile of the
original analog signal.
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digital	  vs.	  “analog”	  data

• digital	  data	  is	  represented	  by	  discrete	  samples	  
of	  variations	  (of	  values)	  over	  time	  and/or	  
space.

THE DIGITAL DOMAIN 21

Analog Versus Digital Information

Even though modern information technologies are based on digital representations of data,
many natural forms of representing information are analog. Strictly speaking, the terms ana-
log and digital fit more comfortably in the discourse of signal processing, the realm of com-
munications technologies. Considering these concepts in the context of how information may
be represented in general, however, is useful. Analog representations are continuous over some
dimension, such as time. Sound provides a good example for how information may be repre-
sented in analog form. Sounds are rapid vibrations that are transmitted as variations in air
pressure. If you were to measure the intensity of a tone, for instance, it would be plotted as a
continuously undulating line or wave, like the one depicted in Figure 2.1. Its amplitude or in-
tensity would vary smoothly and continuously over time. 

Continuity is an essential feature of analog information. At every instant, we can measure
the amplitude of a sound, for example. Hence, the curve in Figure 2.1 plots an infinite amount
of information because a continuous curve has an infinite number of points. Just about every-
thing in nature is susceptible to an analog representation. Besides sound, light, water, elec-
tricity, wind, and so on are all measurable using analog methods.

In contrast, digital information is, of course, discrete and finite. A digital representation
of sound, for example, would be a finite series of instantaneous pulses. The intensity of the
pulse is measured at distinct intervals of time. Between these intervals no measurements are
made. Figure 2.2 shows the same sound illustrated in Figure 2.1, but represented digitally. In
contrast to analog forms, a digital representation contains a finite amount of information.
Digital information sacrifices exactness for a precise, compact representation. 

Time

A
m

pl
itu

de

Figure 2.1 
Sound can be plotted as a wave whose
amplitude varies continuously over
time. Here is a sample wave pattern.

Time

A
m

pl
itu

de

Figure 2.2 
A sampled version of the sound wave in
Figure 2.1 is shown here. The bars rep-
resent sampled amplitudes measured at
regular intervals. These values can be
used to reconstruct a facsimile of the
original analog signal.
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digitizing	  data

• sampling renders	  a	  continuous	  signal	  as	  
discrete	  data

• quantizing converts	  samples	  to	  a	  specific	  
numeric	  value

digitizing	  data
32 CHAPTER 2

How then do you choose an appropriate sampling rate and a sufficient range of values for
digitizing analog information? Fortunately, it is not entirely a hit-or-miss proposition. As you
will learn in later chapters, given the type of signal that we are digitizing, we can predict sam-
pling rates and ranges of values that will minimize the effects of these types of errors.

On the other hand, another potential source of error in the digitization process resists any
theoretically derived controls: noise. Noise refers to unpredictable errors that are introduced
into the digitization process, usually by the medium itself. For example, digitizing an image
may result in errors that are artifacts of the imaging system itself (the lens, for instance). Noise
is random misinformation. And most digitizing methods must account for some sources of
noise if the results of the process are both accurate and robust. Figure 2.8d illustrates how a
noisy imaging system may produce a digitized image with unwanted artifacts.

Figure 2.7 
Digitizing the photo of man’s best
friend involves two states: sampling
and quantizing. The process of sam-
pling is shown here in two steps. First
the image (a) is subdivided into regu-
lar units called pixels, as shown in (b).
The area enclosed by the pixel bound-
aries is averaged to produce a uniform
shade of gray. This averaging is shown
in (c). Some of the detail in the origi-
nal image may be lost if the sampling
resolution is too coarse. Quantizing
converts the shade of each pixel to a
discrete value or number on a uniform
scale, as shown in (d). Shades are
matched as closely as possible to those
values permitted by the scale. These
numbers are then stored in a format
that can be converted back to an image
for display. The scale should have
enough range to capture differences in
shades from the sampled image. If the
range is too small, fidelity will be lost.
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A.	  the	  original	  grey-‐level	  image;	  	  B.	  the	  image	  is	  sampled	  spatially

digitizing	  data

C.	  the	  samples	  are	  made	  discrete;	  	  B.	  the	  samples	  are	  quantized

32 CHAPTER 2

How then do you choose an appropriate sampling rate and a sufficient range of values for
digitizing analog information? Fortunately, it is not entirely a hit-or-miss proposition. As you
will learn in later chapters, given the type of signal that we are digitizing, we can predict sam-
pling rates and ranges of values that will minimize the effects of these types of errors.

On the other hand, another potential source of error in the digitization process resists any
theoretically derived controls: noise. Noise refers to unpredictable errors that are introduced
into the digitization process, usually by the medium itself. For example, digitizing an image
may result in errors that are artifacts of the imaging system itself (the lens, for instance). Noise
is random misinformation. And most digitizing methods must account for some sources of
noise if the results of the process are both accurate and robust. Figure 2.8d illustrates how a
noisy imaging system may produce a digitized image with unwanted artifacts.

Figure 2.7 
Digitizing the photo of man’s best
friend involves two states: sampling
and quantizing. The process of sam-
pling is shown here in two steps. First
the image (a) is subdivided into regu-
lar units called pixels, as shown in (b).
The area enclosed by the pixel bound-
aries is averaged to produce a uniform
shade of gray. This averaging is shown
in (c). Some of the detail in the origi-
nal image may be lost if the sampling
resolution is too coarse. Quantizing
converts the shade of each pixel to a
discrete value or number on a uniform
scale, as shown in (d). Shades are
matched as closely as possible to those
values permitted by the scale. These
numbers are then stored in a format
that can be converted back to an image
for display. The scale should have
enough range to capture differences in
shades from the sampled image. If the
range is too small, fidelity will be lost.
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quantizing

• each	  pixel	  is	  encoded	  
using	  a	  number	  to	  
represent	  its	  relative	  
brightness

• here,	  the	  scale is	  0	  – 15	  
or	  16	  shades	  of	  
brightness

• scale	  affects	  the	  
sensitivity of	  the	  
digitization

two	  sources	  for	  error

• undersampling.
– too	  few	  samples	  contributes	  to	  poor	  resolution	  
and	  inaccuracies

• quantizing	  errors.
– if	  the	  scale	  is	  too	  small,	  poor	  dynamic	  range	  can	  
result

advantages	  of	  the	  digital	  domain

• precision
• ordinality
• more	  efficient	  storage
• faster	  transfer
• absolute	  replication
• compression
• integrative	  capabilities
• content	  analysis	  and	  synthesis	  potential

digital	  precision	  
makes	  it	  easier	  to	  
compare	  items	  
that	  may	  
otherwise	  be	  
difficult	  to	  discern
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digital	  ordinalitymakes	  it	  easier	  to	  
do	  relative	  comparisons


