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LETTER FROM THE EDITORS

From Prototype to 
Product: Deployment 
strategies in computer 
science research

H ere’s a scenario computer science students may encounter: You’ve finished building a 
prototype, performed a small user study, and perhaps published a paper. Now you’d 
like to find a way to get what you’ve built into the hands of more people. In short, you’re 
interested in deployment. There are many benefits in deploying your technology to a 

broader audience. Observing large numbers of people using your work can help you focus on 
the problem you’re targeting, or quickly alert you to weaknesses. For those who are engaged in 
academic research, in-the-wild studies can help you understand how your technology performs 

one another. As the community grew, 
it gradually became integrated with the 
Scratch programming environment. 
Eventually, the programming environ-
ment and the community merged into 
an online application. After Monroy-
Hernandez graduated, Scratch con-
tinued to grow and evolve. Today, the 
online community is managed by sev-
eral full-time staff, and currently hosts 
more than 15 million shared projects. 

Scratch is a great example of how 
tech transfer enables you to build on the 
resources of an established technology, 
making it possible to rapidly scale your 
impact. There are tradeoffs, however, 
to integrating your technology into an 
existing system. Frequently, tech trans-
fers involve navigating internal compa-
ny politics and strict licensing require-
ments. Core aspects of your design may 
also have to be significantly modified or 
removed altogether. If you end up being 
involved in the actual transfer process, 
you can learn a lot about productization 

limitations and benefits. It can be dif-
ficult to navigate the transition from a 
prototype to product, and it’s often un-
clear where to start. But here are a few 
possible starting points for getting your 
technology out in the world.

One approach to deploying research-
based technology is to incorporate 
it into an existing system, a process 
known as “tech transfer.” Frequently 
tech transfer occurs in industrial de-
velopment, but it’s also possible in 
academic or non-profit contexts. An ex-
ample is the Scratch online community. 
Started by Andres Monroy-Hernández, 
a former student in the Lifelong Kin-
dergarten group at the MIT Media Lab, 
the Scratch community began as an ex-
perimental online platform for young 
people to upload their projects from the 
desktop-based Scratch programming 
environment. Monroy-Hernández and 
fellow researchers used the community 
to better understand how young people 
were sharing and collaborating with 

in an ecologically valid context. Other 
people may use your system in unex-
pected ways or connect it to a new do-
main, which can fuel future innovation. 
In addition to satisfying intellectual 
curiosity, there is fundamental value in 
using computer science research to pro-
duce useful technology. 

There are many different pathways 
to deployment, each with different 
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in a manner similar to early software 
production. Companies like Seeed Stu-
dio, with their in-house engineering, 
enable creators to scale products up 
from prototype to production runs of 
1,000 units, and can scaffold the tran-
sition to Chinese manufacturing and 
distribution channels. U.S.-based com-
panies AdaFruit and Sparkfun manu-
facture and distribute their own PCBs 
and kits, but they also manufacture and 
sell products for others, paying the orig-
inal creators a royalty in the process. 
For example, the Lilypad Arduino and 
the Makey Makey, which both started 
as academic projects, were later manu-
factured and sold as products through 
Sparkfun. There are also a variety of 
options for generating funding. Crowd-
funding platforms like Kickstarter, 
Indiegogo, and Crowd Supply can pro-
vide backing for small production runs.
Innovation competitions, like the MIT 
$100K and Stanford’s BASES Challenge, 
provide seed funding, publicity, and 
mentorship for successful applicants. 
Universities, such as MIT, have begun 
to recognize the educational value of 
enabling students to engage in man-
ufacturing and have even developed 
classes that allow groups of students 
to travel to Shenzhen, China and learn 
about the manufacturing pipeline. 

In the past, only large companies 
could effectively mass-produce technol-
ogy. Today, small-scale hardware pro-
duction is still very difficult. However 
new platforms and new educational 
opportunities have made it possible for 
students to mass produce and sell their 
own hardware and software, thereby 
enabling a broader range of people to 
gain access to it.

A third option is to deploy your tech-
nology as an open-source project. Re-
leasing your work under an open-source 
license can stimulate deeper public en-
gagement with your project; anyone can 
contribute new functionality and fea-
tures, assist with documentation, and 
track down bugs. Although open source 
originated in conjunction with soft-
ware development, it’s also possible to 
open source physical designs. Electron-
ic schematics, part lists, and CAD files 
can all be incorporated into an open-
source project, enabling other people to 
reproduce and remix your technology 
using their own fabrication channels. 

engineering, but it can also be incred-
ibly time consuming. Furthermore, 
while productization doesn’t require 
developing new features, engineering a 
technology for wide release is often the 
most technically challenging aspect of 
a project. It’s difficult to pursue a tech 
transfer without a pre-existing relation-
ship with the company or organization 
involved. Tech transfer is easier if you’re 
working in an industry internship or 
building on top of a larger project with-
in your research group. If you’re in a 
situation like this, and you share simi-
lar goals and values with the company 
or organization, then tech transfer is 
an effective way to get a version of your 
technology to a lot of people.

If tech transfer isn’t viable, anoth-
er path to public access is to create a 
commercial product. This offers great-
er control and freedom, but is signifi-
cantly more challenging than building 
on an existing platform. Engineering 
your own product involves the same 
development challenges as in tech 
transfer, except you lack the resources 
of an established company. The rate of 
success for tech startups is extremely 
low, and there’s a lot of competition. 
There are also often intellectual prop-
erty restrictions that prevent students 
from forming companies or selling 
technology before they’ve graduated. 
Yet despite these challenges, there are 
established pathways for small-scale 
software production and many exam-
ples of students creating commercial-
ly viable software. Weebly was started 
by three Penn State students; Word-
press was co-founded by a freshman 
from the University of Houston; and 
Dropbox got its start while its found-
ers were enrolled at MIT. Perhaps most 
famously, both Google and Yahoo were 
founded by Ph.D. students at Stanford 
University. The list goes on.

Deploying software isn’t easy, 
but deploying physical technology 
involves additional challenges. Pro-
ducing large quantities of hardware 
requires access to supply chains, 
manufacturing and assembly, and 
mechanisms for physical distribution. 
Despite these challenges, hardware 
production has become more demo-
cratic in the last five years. It is now 
feasible for small groups of people to 
manufacture and distribute hardware 

Despite their collaborative struc-
ture, open-source projects require a 
significant amount of maintenance 
and management. Without effective 
documentation, standards, and design 
guidelines you’re unlikely to receive 
quality feedback and contributions. In 
addition, without careful evaluation 
of contributions, your technology may 
evolve in unintended and undesirable 
ways—potentially becoming too spe-
cialized or overloaded with features. 
The labor involved in managing open-
source projects is compounded by 
the challenge of generating funding. 
Even well-established, open-source 
tools, can be difficult to maintain and 
fund—the Processing programming 
environment is but one example. Yet 
there are a growing number of options 
for financing open-source technology. 
Mozilla and Google Summer of Code 
offer grants to open-source creators to 
sustain or further develop their proj-
ects, while recurring crowdfunding 
platforms, like Patreon, enable any-
one to support open-source projects 
through monthly donations. In addi-
tion, open sourcing your work doesn’t 
necessarily prevent you from selling it 
as a product. Arduino, LittleBits, and 
Ultimaker are all examples of suc-
cessful companies built around open-
source hardware projects.

Sustaining an open-source project 
over the long term can be a lot of work. 
However if you’re passionate about sup-
porting innovation, open source can be 
powerful. Observing how people con-
nect your work to unexpected domains 
and applications can in turn generate 
ideas for new tools and systems.

As you begin new projects, it’s im-
portant to give yourself the freedom 
to explore and experiment. It’s chal-
lenging to predict the directions a 
project may take in the long term, and 
sometimes it’s productive to pursue re-
search that is not intended for deploy-
ment. As you test out your ideas, how-
ever, it’s worth reflecting on what you 
might gain by putting your prototype 
out in the world. We can learn a lot by 
developing and evaluating prototypes 
in the lab. Yet, when we go one step fur-
ther and put our work out in the wild, we 
can shape the ways in which technology 
improves our world.

——Jennifer Jacobs
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with rigorous proof. But the 
evidence for “quantum su-
premacy” is quite substan-
tial. A powerful example is 
Shor’s algorithm; this poly-
nomial time algorithm for 
integer factorization has 
substantial consequences 
for RSA cryptography. We 
also have the HHL algo-
rithm.1  Given a system of N 
linear equations, it  can ap-
proximate x→TMx→, where M is 
a matrix and x→ is the solu-
tion to the linear equations, 
in time polylogarithmic in 
N. This is a common subrou-
tine in more complex prob-
lems, and the algorithm is 
exponentially faster than 
the best classical algorithm, 
which takes time linear 
in N. Indeed, naïve classi-

1	 Harrow, A. W., Hassidim, A., and 
Lloyd, S. Quantum algorithm 
for linear systems of equations. 
Physical Review Letters 103, 15 
(2009), 150502.

T he term “classical 
computing” might 
come as a surprise 
to many people. 

We have all heard of classi-
cal music, classic literature, 
and classicism: phrases that 
conjure up images of people 
in white wigs or archaic texts 
we were forced to read in 
high school. It might seem 
the term “classic” describes 
works or ideas that are anti-
quated, non-modern, or even 
obsolete, but this is not exact-
ly what quantum computer 
scientists mean when they 
refer to contemporary com-
puter science as “classical.”

Quantum computing is a 
model of computation fun-
damentally different from 
the digital computers we 
are familiar with. The fun-
damental unit of informa-
tion is not a bit but a qubit, 
which can take on a con-
tinuum of values between 0 
and 1. It can be mathemati-
cally described by a point 
on the unit sphere in three 
dimensions where the two 
poles correspond to the 0 
and 1 states. Instead of NOT 
and XOR logic gates, we have 
Pauli-X and CNOT gates, 
which are represented by 
unitary operators. We also 
have gates with no classical 
analogs, such as the π/8 and 
Hadamard gates. Clearly, 
we are dealing with a com-
pletely different computa-
tional model, and even a 

different paradigm of phys-
ics. It is this unique feature 
that attracts both physicists 
and computer scientists 
alike to this field. In this is-
sue of XRDS, we take a clos-
er look at this marriage of 
physics and computer sci-
ence, which is profoundly 
influencing these tradition-
ally disparate disciplines. 
Through articles written 
by experts in the field and 
reviews of recent advances, 
we will see how quantum 
computing is impacting ar-
eas such as computer simu-
lation, complexity theory, 
simulated annealing, and 
even machine learning.

At a fundamental level, 
it is clear physics has some-
thing to say about computer 
science since computers 
obey the laws of physics. 
Turing himself had a physi-
cal implementation of a 
computer in mind when he 
gave his mathematical 
definition of computation. 
This raises many intrigu-
ing questions: What are the 
physical limits on computa-
tion? Is there a gap between 
those limits and our current 
theoretical computational 
abilities? And, if so, what 
kind of physical system 
would saturate such limits?

In particular, what if our 
physical system is manifestly 
quantum? Can this help 
solve problems that are dif-
ficult for classical comput-
ers? Like many outstanding 
questions in computational 
complexity theory, such 
as the P vs. NP problem, 
this has yet to be answered 

Quantum Computation: Double majoring 
in physics and computer science

In addition 
to the crucial 
role it plays in 
computational 
physics, 
computer 
science has also 
contributed, 
in some 
unconventional 
ways, to 
physics through 
quantum 
computing 
problems.  

begin
INIT
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connection between solving 
NP-hard problems in poly-
nomial time by physical 
means and causality, the 
physical principle that pro-
hibits superluminal signal-
ing. Wrapping up this issue 
is Johannes Bausch’s “Un-
decidability of the Spectral 
Gap.” He explains how the 
existence of a spectral gap, 
a natural question in con-
densed matter physics and 
quantum annealing, is an 
undecidable problem.

From cryptography, er-
ror correction, and recom-
mendation systems to black 
holes and superluminal 
communication, quantum 
computing provides a rich 
platform for discourse be-
tween computer scientists 
and physicists. The broader 
field of quantum informa-
tion also brings together 
mathematicians, electri-
cal engineers, material sci-
entists, and even philoso-
phers. And the technology 
inspired by these ideas at-
tracts tech firms such as 
IBM, Microsoft, and Google, 
in addition to government 
agencies including NASA. 
Startups racing to invent 
the first practical quantum 
computer are appearing as 
well. The future outlook on 
quantum computing is in-
deed promising, but there 
is still much progress to be 
made. After all, the presti-
gious title of “neoclassical 
computing” is still waiting 
to be conferred.

——Dawei Ding, 
 Issue Editor

cal algorithms would need 
linear time to even write x→ 
down. Applications of quan-
tum computing even extend 
to online recommenda-
tion systems2 and machine 
learning in general; a sub-
ject Bingjie Wang tackles 
in “Quantum Algorithms 
for Machine Learning.” An-
other example is simulating 
quantum systems, such as 
molecules and complex ma-
terials, an idea Arghavan Sa-
favi, Michael Wallace, and 
Martin Gärttner elaborate 
on in “Many-body Quantum 
Mechanics:  Too big to fail?” 
Such algorithms are essen-
tial for drug design and the 
chemical industry. 

The existence of these 
superior algorithms and 
protocols raises a deeper 
question: Is the complexity 
class defined by quantum 
computers a better can-
didate for the complexity-
theoretic Church-Turing 
thesis? Stephen Jordan 
explores this question in 
“Black Holes, Quantum 
Mechanics, and the Limits 
of Polynomial-time Com-
putability.” He emphasizes 
that unlike analog comput-
ers, quantum computers 
are legitimate challengers 
since they do not require 
operations with exponen-
tially high precision. Alexan-
dru Paler, Austin G. Fowler,  
and Robert Wille explain  
how this is possible through 

2	 Kerenedis,  I., and Prakash,  A. 
Quantum recommendation 
systems. arXiv preprint. arX-
iv:1603.08675 (2016).

quantum error-correcting 
codes. In “Reliable Quan-
tum Circuits Have Defects,” 
they focus on a particular 
class of codes that are robust 
against errors thanks to 
their topological properties. 
“Establishing Quantum Ad-
vantage” by Adam Bouland 
expounds on the general 
consequences of quantum 
computing for computa-
tional complexity theory, in 
particular applications to 
sampling problems.

Conversely, computer sci-
ence also has much to say 
about physics. Like any other 
scientific discipline, phys-
ics has gained much from 
modern digital computing. 
However, in addition to the 
crucial role it plays in compu-
tational physics, computer 
science has also contribut-
ed, in some unconventional 
ways, to physics through 
quantum computing prob-

lems. Of these is the use of 
crowdsourced games to find 
optimized quantum algo-
rithms that can run on realis-
tic devices. In “Programming 
Quantum Computers Using 
3-D Puzzles, Coffee Cups, 
and Doughnuts,” Simon 
Devitt explains how this 
idea is realized in the puzzle 
game meQuanics.

The tools computer sci-
ence provides for physics go 
deeper than you might ex-
pect. Step into your school’s 
center for theoretical phys-
ics today and you will hear 
these familiar words: 
“computational complex-
ity.” Modern developments 
in string theory and high-
energy physics have uncov-
ered connections between 
physics and computer sci-
ence even at the highly 
theoretical level. Concepts 
like circuit complexity, er-
ror correction, and even 
unstructured database 
search have, via quantum 
computing, entered into 
the dialogue on black holes, 
wormholes, and quantum 
gravity in ways that no one 
could have ever foreseen. In 
“Black Holes and the Limits 
of Quantum Information 
Processing,” Brian Swingle 
discusses a conjecture that 
connects a spacetime re-
gion’s action, a fundamen-
tal quantity in physics that 
determines the equations of 
motion, to the circuit com-
plexity of the problem of 
constructing a correspond-
ing quantum state. Jordan 
also contemplates results 
that suggest a tantalizing 

Quantum 
computing 
is impacting 
areas such 
as computer 
simulation, 
complexity 
theory, 
simulated 
annealing, and 
even machine 
learning.

A quantum computer could solve problems in 
a few minutes that would take a traditional 
computer roughly the lifetime of the universe.
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Time Management as a Ph.D.

A s a Ph.D., you are effectively a 
student. But, unlike a normal 
student who takes classes, 
completes projects, and re-

ceives a grade, much more is expected 
from you. In addition to classes, Ph.D. 
students are expected to complete 
research, write papers, attend confer-
ences, review papers, and even teach 
their own classes or assist professors 
in teaching their classes. And that is 
all before even considering the basic 
needs of daily life.

Ph.D.s quickly learn there is never 
enough time for everything they need 
to do. Because of this, time manage-
ment is one of the most crucial aspects 
of successfully completing a Ph.D. As a 
Ph.D. student you must carefully con-
sider what projects need to be complet-
ed first, and what can be pushed back. 
Here are some time management 
strategies you will need to master to be 
successful, along with a discussion on  
how to avoid common pitfalls.

RULE #1: TIME IS  
YOUR MOST VALUABLE ASSET
The number one rule for Ph.D. stu-
dents is guard your time jealously. You 
will meet many professors and other 
doctoral students working on fasci-
nating projects. When you first begin 

your Ph.D., these opportunities will be 
everywhere. During your first year, the 
best thing you can do is be informed  
about who is doing what, but avoid tak-
ing on too many projects. Learn to say 
no to side projects that may potentially 
sidetrack you, and learn how to focus 
on those (two max) that will actually 
help you achieve your goals as a Ph.D. 
There will always be more projects.

Still, even if you just focus on your 
core project, you will inevitably be 
overwhelmed sooner or later. So let’s 
discuss how to handle your day-to-day 
tasks and stay on track.

RULE #2: KEEP RECORDS  
OF EVERYTHING 
Pick out a calendar application, keep it 
updated, and check it every single day. 
My calendar is on Outlook, but Google 

Calendar or any other will do. In ad-
dition to keeping it updated, keep 
it synced to your mobile device, if 
you have one. Your calendar should 
have class times and meeting times 
included, but also consider block-
ing out study time and writing time. 
I also include paper deadlines, and 
usually project deadlines as well. 
This gives me a good overview of 
short-term and long-term goals. You 
can also color code blocks of time, to 
make your calendar visually digestible.

However, just starting a calendar 
isn’t enough. You must check it each 
day, and stick to it. As soon as I have an 
appointment or meeting confirmed, it 
goes in my calendar. If it isn’t in my cal-
endar, it isn’t happening. Without this 
mindset, you’re just wasting your time 
creating a calendar.

In my next article, 
we’ll discuss  
how to know  
when it’s time  
to quit your Ph.D.

A quantum computer machine needs to run in 
extreme conditions, at a temperature that makes 
it the coldest environment in our universe. 

0.01°K

http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=9&exitLink=http%3A%2F%2FShutterstock.com
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RULE #3: MAKE CONCRETE PLANS, 
AND FOLLOW THEM
Make sure you use your calendar to 
plan out your day. When I arrive at 
my desk, the first thing I do is check 
my calendar. I know right away how 
much time I have at my desk, and how 
much time I have in classes or meet-
ings. I can also begin to plan what 
project work I can accomplish during 
that time. Working some evenings and 
weekends is inevitable as a Ph.D., but I 
generally have an idea of what type of 
work I can complete at my desk, what 
I can complete at home, and what I’ll 
have to spend extra time completing 
on the weekends. I usually prioritize 
coursework and teaching preparation, 
and once completed I work on research 
and papers. Coursework is usually 
easier than the research and papers; 
for me knocking out the easiest things 
first cuts down on my workload, boosts 
my morale, and makes it easier for me 
to concentrate on the more challeng-
ing research tasks.

But be careful. Many Ph.D. stu-
dents fall into the trap of spending 
too much time on coursework and 
teaching, and let their research fall to 
the side. Be sure you make time each 
week for research and papers. You 
can’t finish your Ph.D. without com-
pleting your research. If you find your-
self losing interest in or even avoiding 
your research, it’s time to have a talk 
with your advisor to discuss whether 
you need to switch directions, or even 
leave your program. (In my next ar-
ticle, we’ll discuss how to know when 
it’s time to quit your Ph.D.)

While planning out your projects, 
it’s important to know how long it 
takes to do things. This is harder than 
it sounds, and is different for every-
one, but it’s an important skill to de-
velop. It doesn’t do any good to know 
that your paper is due in a week if you 
don’t realize that it will take you two 

weeks to complete it. Knowing the 
amount of times things takes will give 
you the ability to plan ahead and be-
gin working on things early. I plan out 
my time by looking at the project due 
date, and then working backwards. 
That requires knowing what steps 
need to be completed to finish the 
project, and approximately how long 
each will take.

FINAL WORD: DOWN-TIME!
Finally, prioritize sleep. There’s an 
idea that being a grad student means 
that you have to give up sleeping. I find 
this idea really damaging. I can tell 
you from experience that if you make 
getting a good night’s sleep your first 
goal each day, then you’ll always be 
well rested. Your work improves, your 
mood improves, and your eating habits 
improve, improving your quality of life. 
Losing sleep some nights is inevitable, 
especially at the end of the semester or 
near important conference or journal 
deadlines, but losing sleep regularly to 
get your work done doesn’t need to be a 
part of the Ph.D. lifestyle.

One last caveat: While a consistent 
sleep schedule is a major factor in 
maintaining your personal health, ex-
cessive sleeping can also be an issue. 
One of the first signs of depression 
can be sleep irregularities. Depression 
and other mental health issues are a 
consistent problem among graduate 
students, and maintaining your men-
tal health is just as important as main-
taining your physical health. If you find 
yourself having trouble sleeping, or 
other mental health symptoms, check 
your university’s resources for on cam-
pus counseling. Many campuses offer 
free or reduced price counseling for 
students, and your personal health is 
far more important than any degree.

A Ph.D. is a marathon, not a sprint. 
Plan accordingly, and stick to the plan.

—— Andrew J. Hunsucker

The cost of a  
D-Wave Systems 
quantum computer.
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http://cacm.acm.org/
about-communications/
mobile-apps
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latest issue, 
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BLOG@CACM, 

News, and 

more.

Available for iPad, 

Available for iOS, 

http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=10&exitLink=http%3A%2F%2Fcacm.acm.org%2Fabout-communications%2Fmobile-apps
http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=10&exitLink=http%3A%2F%2Fcacm.acm.org%2Fabout-communications%2Fmobile-apps
http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=10&exitLink=http%3A%2F%2Fcacm.acm.org%2Fabout-communications%2Fmobile-apps
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Innovate or die—that is almost cer-
tain in today’s business environ-
ment. Even the biggest names in 
industry have had to become “re-

sponsive to change,” then “agile,” and 
now they find themselves in a constant 
quest to create new value for their cus-
tomers. Old business models may be-
come worthless in the blink of an eye, 
getting big names into serious trouble 
or even a financial deficit.

We work for CGI, an IT and business 
services provider based in the Nether-
lands. CGI constantly redefines the value 
that we create for our clients. This is one 
of the reasons behind the annual review 
of our strategic plan, which involves em-
ployees, clients, and other stakeholders. 
The client side of this review requires al-
most 1,000 in-person interviews, where 
we listen to our clients perspectives, 
refine our thinking, inform our invest-
ments, and evolve our strategy to be-
come an IT service provider of choice.

These interviews have clearly shown 
us that, globally, our clients are focused 
on becoming customer-centric digital 
organizations. Their top priorities in-
clude connecting with all stakeholders in 
order to become digital enterprises that 
can deliver the benefits of big data and 
business insights. However, they must al-
ways comply with continuously changing 
government and industry regulations. 
Furthermore, our clients often struggle 
to arrive at an outward-looking business 
case that is flexible enough to allow them 
to continue funding innovation. The 
costs of simply running their operations 

One Thousand Interviews
How customer insights keep one company 
agile, and challenge these data scientist  
to stay ahead in an ever-changing world.

CAREERS

Blind quantum computing is a technique that  
involves mathematical traps to verify the  
outcome of a quantum computer when we  
have no other confirmation mechanism.
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tend to increase over time, detracting 
from opportunities to innovate and sus-
tain themselves in the long run.

FINDING DIAMONDS
In order for us to help our clients grow, it 
is important for an IT and business ser-
vices provider like CGI to offer a portfolio 
of digital solutions that reduce our cli-
ents’ costs, while enabling digital trans-
formation. Big data analytics is a key el-
ement of this portfolio, not by itself, but 
as a part of the applications that we offer.

To do this, we follow a four-step ap-
proach to designing and implementing 
a big data analytics solution, which is 
part of “Data2Diamonds.” This is a CGI 
trademarked methodology covering 
the broad area of data and analytics. 
The approach requires a multi-skilled 
team that includes client experts, busi-
ness analysts, developers, and data sci-
entists. The team’s goals are to inspire 
clients, identify and analyze high po-
tential applications, and develop proof 
of value with live client data.

“Diamonds” are not easy to find. It 
takes involvement, knowledge, creativ-
ity, hard work, and passion to get the 
best out of your data. To that end, we 
use big data analytics to improve our 
clients’ data quality and create predic-
tive/prescriptive models that support 
their business models. It takes a pas-
sion for data, and we bring that to our 

clients, along with a commitment to 
help them succeed.

WORDS OF ADVICE
Computer science students are among 
a fortunate minority who can make a 
living doing work they enjoy, without 
worrying about being replaced by au-
tomation in the near future. Nonethe-
less, there are a few things to keep in 
mind before you start on your journey: 
Choose the right company, choose the 
right boss, don’t undervalue mentor-
ship, and don’t be afraid to explore. 

You will spend a large part of your 
life at work, so how you feel there will 
ultimately be very important. Instead 
of trying to find a job as soon as pos-
sible, take the time to explore all the 
potential companies within your net-
work. For starters, the possibility of 
professional growth will always trump 
compensation, location, lifestyle, and 
so on. Some key indicators of growth 
at a company are the presence of a 
“young professionals program,” grass-
roots projects, and innovative ideas.

But you will experience the most 
professional and personal growth if 
you have a great person mentoring you. 
Look for someone who is 10 times bet-
ter than you in what you do (but hum-
ble and nice at the same time), and who 
gets satisfaction from sharing their 
knowledge and skills.

Remember the best mentor cannot 
hold your hand to guide you. You will 
have to put in the effort to create chan-
nels of growth. If you want to find dia-
monds, you better be ready to dig deep.

Biographies

Geerten Peek studied statistics and operational research 
in the Netherlands. He lives in the Nijmegen region. He 
is married and the father of two daughters. His current 
work includes CRM, BI, and big data analytics lead for 
manufacturing, retail, and consumer services at CGI.

Ahmet Taspinar studied applied physics at Delft University 
of Technology and is now employed as a data scientist at 
CGI. He blogs about machine learning fundamentals (www.
ataspinar.com),  and is the founder of Data Science Guild 
(ds-guild.nl).

Our clients often 
struggle to arrive at 
an outward-looking 
business case that  
is flexible enough  
to allow them  
to continue funding 
innovation.

The NSA’s current cryptography requires 
hundreds of millions of qubits to crack it— 
a number far beyond near future projections 
for quantum computing.

ACM Conference 
Proceedings 

Now Available via
Print-on-Demand! 

Did you know that you can 
now order many popular 

ACM conference proceedings 
via print-on-demand? 

Institutions, libraries and 
individuals can choose 
from more than 100 titles 
on a continually updated 
list through Amazon, Barnes 
& Noble, Baker & Taylor, 
Ingram and NACSCORP: 
CHI, KDD, Multimedia, 
SIGIR, SIGCOMM, SIGCSE, 
SIGMOD/PODS, 
and many more.

For available titles and 
ordering info, visit: 
librarians.acm.org/pod

ACM Conference 
Proceedings 

Now Available via 
Print-on-Demand!

http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=12&exitLink=http%3A%2F%2Fwww.ataspinar.com
http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=12&exitLink=http%3A%2F%2Fds-guild.nl
http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=12&exitLink=http%3A%2F%2Flibrarians.acm.org%2Fpod
http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=12&exitLink=http%3A%2F%2Fwww.ataspinar.com
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BLOGS

The XRDS blog highlights a range of topics from conference coverage, to security 
and privacy, to CS theory. Selected blog posts, edited for print, are featured in 
every issue. Please visit xrds.acm.org/blog to read each post in its entirety. If you 
are interested in joining as a student blogger, please contact us.

CHI 2016:  
Global, Diverse, Good 
What can 1,000 scientists achieve when  
they invest one hour doing voluntary work?
By Nur Al-huda Hamdan

In the heart of Silicon Valley, the CHI 2016 conference 
broke through new ceilings. CHI (pronounced kai) is the 
most prestigious international conference in the field of 
human-computer interaction (HCI). It attracts research-
ers, designers, engineers, and artists who want to (re)shape 
technology and media to enhance people’s quality of life. 
This year, the conference took place in San Jose, CA. More 
than 3,800 participants from 52 countries presented their 
work in various media formats: keynote presentations, 
media installations, interactive demos, and posters.

For her opening keynote, Nigerian-American journalist 
and author Dayo Olopade, portrayed the challenges she 
faced moving from the U.S. to Nairobi. She addressed how 
the demographics and culture of different countries are 
unique and should be taken into account in the design of 
new digital tools. Olopade took the audience on a voyage 
to Africa where she slowly dissolved the western lens, 
allowing attendees to see beyond chaos and desperation to 

reveal Africa’s unconventional systems as an efficient act 
of “kanju”—a term that refers to the creativity that comes 
out of African difficulties. She showed areas in Africa where 
the informal infrastructure, streets and neighborhoods, 
did not make it into any map app or address book system. 
Her apartment in Nairobi “was best triangulated by using 
a Chinese restaurant, a petrol station, and an enormous 
pothole.” Olopade encouraged the CHI community to 
view Africa in a more positive light . Instead of trying 
to westernize it with new tools, attempt to understand 
the continent as a whole and design for Africa. Although 
Amazon, Uber, and better postal services are needed in 
Africa, implementation cannot happen in the same way it 
does in Silicon Valley.

CHI touched upon other serious and global issues, such 
as the Syrian refugee crisis. Reem Talhouk and colleagues 
shared their own experience and research with Syrian 
refugees, and the challenges refugees face: including 
access to services, integration into host communities, 
and fleeing to safety. The panel also discussed how the 
research community can have a more actionable role 
toward aiding this emerging population, and emphasized 
collaborative research. In a time of increasing political and 
economical crises, Vasillis Vlachokyriakos and colleagues 
examined how HCI can promote democratic practices and 
social justice. They debated digital tools that open new 
avenues to alternative modes of political organization, civic 

CHI 2016 co-chairs Jofish Kaye and Allison Druin talk with keynote speaker Salman Khan, founder of Khan Academy. 

http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=13&exitLink=http%3A%2F%2Fxrds.acm.org%2Fblog
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participation, and heightened awareness of the various 
power relations at play. 

Education was one of the hottest topics at CHI 2016. 
Two other keynote speakers, Salman Khan of Khan 
Academy and Kimberly Bryant of Black Girls Code, spoke 
of new ways to deliver quality education to everyone. 
Khan pointed out online education should complement 
the physical classroom and not replace it. In turn, Khan 
Academy is working with several schools to test new 
teaching techniques and materials that would enhance 
students’ learning experience by combining the two 
learning methods. 

In the words of the conference chairs, CHI 2016 was 
“a more humane conference, transparent, data-driven, 
and accounted for the importance of families and 
work/life balance.” Women had a strong presence in all 
disciplines and positions. They were (vice)presidents, 
professionals, professors, doctoral candidates, and 
students in attendance. Making CHI one of the most 
diverse scientific conferences out there. For the last three 
years, the conference hosted the CHI Women’s Breakfast 
for about 100 attendees to celebrate women in computing 
and discuss the gender gap in computer science fields. This 
year the conference renamed this event; the “Diversity and 
Inclusion Lunch” had 500 diverse attendees. Aspects of 
diversity were expanded beyond gender to include aging, 
disability, physical appearance, race, ethnicity, nationality, 
marital status, and mental health. Speakers shared their 
personal stories and explained how they stood up in the 
face of these challenges by establishing support groups 
and speaking up. But inclusion may not be as simple 
as diversity reports on company dashboards. Karen 
Holtzblatt moderated a panel on the status and challenges 
of minorities in high tech. While many companies have 
implemented new recruitment techniques to reduce 
bias against underrepresented groups, Holtzblatt called 
on companies to take the next step and understand the 
experiences of these groups so they would “stay, advance, 
and thrive.” At the conference level, the organizers did 
just that by providing parent attendees with free-of-charge 
child care at the conference site. 

A core framework in HCI is “user-centered design”—
understanding your users, design, evaluate, analyze, and 
iterate. Each year, CHI organizers take this concept for a 
test drive holding several sessions, such as the ACM SIGCHI 
Town Hall Meeting and CHI Chairs Ask Me Anything 
(AMA), to discuss with the community how the conference 
programs, the review process, as well as the publication 
and dissemination channels could be enhanced. This 

year, in “Transparent Statistics in HCI,” session attendees 
brainstormed new ways to inquiry the quality of data 
acquisition and analysis in research papers, and encourage 
authors to publish their data and replicate other studies. 

The CHI 2016 theme was “chi4good.” For the first time, 
conference organizers cracked the shell that separates 
scientific conferences from surrounding communities. 
Attendees were asked to arrive one day before the 
beginning of the conference to spend a few hours 
partaking in community work. As a result, more than 700 
hours were spent volunteering for local nonprofits in the 
Silicon Valley area.

CHI 2016 demonstrated how the impact of the science 
community can traverse beyond paper format to affect 
people in their current environments. Conferences of 
different fields should work on engaging scientists in more 
community and volunteer work to bridge the gap between 
incremental science and people’s real and current needs. 
Encouraging different institutions to work together to do 
good leads to new networks, an exchange of expertise and 
knowledge, and future collaborations.

To this day, the field of HCI and the CHI community 
have put forward proposals to address many real-world 
problems. These solutions still need more investment and 
must reach the right people for them to have the desired 
impact. But what about prevention tools? How can HCI 
equip people with tools that help them avoid rather than 
merely cope with crises? How can HCI help people become 
more informed of their economical and political spheres, 
or even the “fine print” on the products they purchase on 
daily basis? These are questions the CHI community will 
have to answer

After five days, CHI 2016 concluded. Attendees left the 
San Jose Convention Center with new aspirations and 
inspirations. CHI has been celebrating research in the field 
of HCI for the past 34 years. But this year, the conference 
set out new goals with a global scope. The evidence 
presented this year points out the intricacies of different 
populations, and how targeted design is more impactful 
than one-design-fits-all.

To access the conference keynotes and presentations: 
check out the YouTube channel “acmsigchi.” And for access 
to the conference proceedings, check out the ACM SIGCHI 
conferences website; http://www.sigchi.org/publications/
toc/. 

Biography

Nur Al-huda Hamdan is a Ph.D. candidate and research assistant at RWTH Aachen 
University, Germany. She has a background in computer science and engineering. She 
does HCI research on wearables and interactive textiles.

http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=14&exitLink=https%3A%2F%2Fwww.youtube.com%2Fuser%2Facmsigchi
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An Introduction  
to Gamification in  
Human-Computer  
Interaction 
Improving user experience  
through game play.
By Gustavo Fortes Tondello

User experience (UX) is a field within human-computer 
interaction (HCI) that studies the whole experience of 
a user with a product, system, or service. UX focuses on 
issues such as usability, ergonomics, cognitive load, and 
affective experiences. However, in the last few years, there 
has been a growing interest in understanding users’ mo-
tivation to use a product, system, or service. This interest 

is spawned by observable low engagement rates: It is not 
enough to have a useful system, one needs to also moti-
vate and engage users in it. One possible solution to this 
comes from a field of study called gamification or gameful 
design.1 Its main inspiration comes from understanding 
the factors that make games fun and motivate people to 
play them voluntarily with so much engagement.

Gamification is defined in HCI as “the use of game 
design elements in non-game contexts” [1]. There are two 
important concepts embedded in this definition:

˲˲ Game design elements: The parts used to build games. 
In this context, we refer to the parts that afford the 
gameful experience, instead of the technologies involved 
in creating the game. Thus, we are not interested in things 
like graphics and audio. Instead, gamification focuses 
on elements such as challenges, levels, avatars, points, 
achievements, stories, and leaderboards.

˲˲ Non-game contexts: Those applications whose main 
purpose goes beyond pure entertainment. Examples of 
contexts where gamification has been applied include: 
business, marketing, education, and health.

Deterding et al.’s definition [1] also suggests 
gamification consists of using game elements in a system 
that is not a full game. This is different from serious 
games, which are also used in non-game contexts but with 
a different approach. Gameful design also differs from 
playful design because the former focuses on activities 
that are oriented to goals and structured by rules, while 
the latter focuses on free-form and improvisational 
activities (although both gameful and playful design can 
be applied together to the same product). Figure 1 situates 
gameful design between the poles of games and play, 
parts and whole.

Most gamification researchers have been seeking to 
understand users’ motivations to interact with a product or 
system by means of the self-determination theory (SDT) [2]. 
SDT posits human beings can be intrinsically or extrinsically 
motivated to engage with any task. Intrinsic motivation 
refers to wanting to do something just because the task 
itself is enjoyable. Extrinsic motivation refers to doing 
something because there is a possibility of achievement, 
some additional outcome, such as earning a reward or 
fulfilling an obligation. Furthermore, SDT posits intrinsic 

1	 There have been a few different definitions of gamification and gameful 
design from different fields and authors. We have also seen some heated 
discussions attributing slight different meanings to these terms and arguing 
in favor of one or the other. However, we use both terms here from the point 
of view of HCI research and attribute them both the same meaning.

The teleportation of entanglement travelling this distance 
proves the feasibility of a quantum repeater in a space- and 
ground-based worldwide quantum Internet.

143 km
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motivation is supported by activities that fulfill three 
psychological needs: competence (feeling capable of doing 
something), autonomy (feeling free to choose how to do 
something), and relatedness (feeling connected with other 
people). SDT researchers have demonstrated the fulfillment 
of these three psychological needs can explain why players 
enjoy games so much [2]. For example, completing quests 
or beating a difficult boss in a game makes the player feel 

competent. Being able to choose different paths or to create 
different things makes the player feel autonomous. Finally, 
playing with other people (in cooperation or competition) 
makes the player feel related. Thus, these insights have often 
been applied to gamification by selecting and using game 
design elements that can lead users to feel the same kind of 
motivation when interacting with any system.

An example is the language-learning site Duolingo. 
Figure 2 shows how Duolingo used gameful design elements 
after I completed my first French lesson. Before I began, the 
application allowed me to choose the language I wanted 
to learn, how much time I wanted to study per day, and if 
I wanted to begin at the basic or the advanced level. These 
choices helped me feel autonomous. While doing the first 
lesson, a progress bar was always visible showing me I 
was getting closer to achieving my goal. After I completed 
the lesson, I was informed I had completed my daily goal 
and earned experience points. All of this helped me feel 
competent. The daily streak counter (the fire icon at the top 
right) also motivated me to engage with the application every 
day. Finally, it is possible to connect with other users inside 
the platform, helping me feel related with others. Duolingo 
has been cited as an interesting example of gamification, 
and its learning effectiveness has been independently 
studied (https://www.duolingo.com/research).

In HCI, the study of gamification has often been part 
of the sub-domains of player-computer interaction (PCI) 
and player experience (PX), which study the experience 
of players interacting with games. Research focused on 
games with a purpose (serious games) and gamification 
has been increasingly popular at the ACM CHI conference, 
as well as the recently created ACM CHI PLAY Conference, 
which is focused on the PCI sub-domain. Furthermore, 
Gamification 2013 was a focused conference held at 
the University of Waterloo that put together scholars 
interested in gameful design research and applications.

Despite its popularity, gamification research is still an 
emergent field and much remains to be done. A review 
by Seaborn and Fels in 2015 [3] noted usage of the term 
gamification remains inconsistent; more empirical, 
mixed-method research that reports statistical analysis 
and effect sizes are needed to substantiate the initial 
positive effects reported. Furthermore comparative 
studies with controls are needed to ascertain what effects 
gamification has beyond other approaches. Another review 
by Hamari et al. in 2014 [4] suggested gamification does 
work, but some caveats exist as most quantitative studies 
reported only partially positive results. The reasons for 
this still need to be further investigated.

Playful 
Design

Toys

Whole

Parts

Play Games

Games

Gameful
Design

(Gamification)

Figure 1. Gamification between games and play, parts and 
whole.

Figure 2. Gameful elements after my first completed lesson  
at Duolingo.

http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=16&exitLink=https%3A%2F%2Fwww.duolingo.com%2Fresearch
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Besides additional investigation regarding the results 
of gameful design implementations, more research is also 
needed regarding gameful design methods. Many design 
methods have been described by industry practitioners, but 
these often lack a solid theoretical foundation and proven 
empirical results. Seeking to fill this gap, Deterding has 
reviewed several industrial and academic gameful design 
methods and proposed the “lens of intrinsic skill atoms” 
[5]. This is a design method backed by scientific research 
on motivation and game design, and has been applied 
in several case studies. Deterding’s method focuses on 
identifying the underlying challenges of the activity and 
helping the user reframe them as gameful challenges, with 
help of motivational design lenses. Nicholson introduced 
the term “meaningful gamification” [6], which aims 
to help a user find personal connections that motivate 
engagement with a specific context for long-term change. 
This is achieved by employing six new concepts in gameful 
design instead of a reward-based design: reflection, 
exposition, choice, information, play, and engagement. 
Kappen and Nacke introduced the “kaleidoscope of 
effective gamification” (KEG), which describes several 
design layers that need to be applied to a gameful system 
to achieve effectiveness—in this context this is described 
as “the successful engagement of a player through effective 
game design” [7]. KEG describes four layers: the motivated 
behavior layer, the game experience layer, the game design 
process layer, and the perceived layer of fun.

Finally, another topic that has been recently receiving 
attention is the personalization of gameful applications. 
Several studies have suggested different people respond 
differently to gameful applications; thus, a personalized 
approach seems to be more engaging than a one-size-fits-
all approach. This topic was investigated in the Workshop 
on Personalization in Serious and Persuasive Games 
and Gamified Interactions” (http://personalizedgames.

tech-experience.at/) held during ACM CHI PLAY 2015. 
One approach for personalization in gameful design is 
understanding and tailoring the design to a particular 
user’s motivations and personality. Among the diversity 
of player and user type models in the literature, there are 
two recent research-based models that can be used for 
this approach. One of them is the BrainHex model [8], 
which is based on neurobiological research and describes 
seven types of players according to motivation: achievers, 
conquerors, daredevils, masterminds, seekers, socialisers, 
and survivors. Another is the gamification user types Hexad 
[9], which is based on the theories of intrinsic and extrinsic 
motivation and describes six types of users in gameful 
systems: achievers, free spirits, philanthropists, socialisers, 
players, and disruptors.

Gamification is an interesting and exciting research 
topic in HCI. Initial results have shown it carries great 
potential for improving engagement in user experience 
and positively helping people and businesses achieve 
their goals. Nevertheless, there are still open research 
questions to be explored. Uncountable practical 
applications are being implemented all the time and 
reporting favorable results, despite often lacking 
scientific validation. Because of all these factors, we 
expect to see many valuable results from gamification 
research for the following years. Stay tuned!
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Completing quests or beating a 
difficult boss in a game makes 
the player feel competent. Being 
able to choose different paths or 
to create different things makes 
the player feel autonomous. 

A quantum computer could easily crack a security 
code that would otherwise take thousands of years 
using the most powerful supercomputers.
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UPDATES

I n the middle of the 2013–2014 aca-
demic year, some colleagues and I 
started a new ACM chapter at the 
University of Salamanca in Spain. 

We launched the association at the 
beginning of exams season;  but un-
expectedly we survived and made it 
through with our organization intact.

In April 2014, we sponsored our first 
chapter activity: introductory work-
shops on Arduino, Perl, and other inter-
esting technologies.  But what I did not 
know was at the time I would discover 
what would become one of my favorite 
knowledge areas within computer sci-
ence: artificial intelligence, more specif-
ically, artificial neural networks (ANNs).  

Simply put, an ANN is a set of artifi-
cial neurons (information processing 
units) arranged in layers and intercon-
nected to each other so they can process 
information and then forward it to the 
next layer of neurons. In short, ANNs en-
able machines to learn. 

The most popular kind of ANN is the 
“Feedforward” ANN, inside of which in-

formation travels only in one direction, 
so the network has a clearly defined 
input and output. If the weights of con-
nections between neurons are adjusted 
to the right value, the ANN can approxi-
mate any function. That is why we can 
consider ANNs as universal function 
approximators. But, of course, we have 
to find those optimal weights first, and 
that can be a difficult task.

This is where the world of Mario, 
Luigi, and their beleaguered princess 
come in. 

In September 2014, our chapter de-
cided to introduce a workshop related 
to ANN techniques. We wanted to show 
an interesting, visually attractive, real-
world application. After some research 
on typical ANN application fields, we 
came up with a great idea: Showing 
how ANNs can be applied to a field we 
all love, video games. We chose Super 
Mario and tried to write a simplified 
version of it. After a couple of weeks of 
Java programming, we had a bounded 
part of the Super Mario world, popu-
lated by Mario, Luigi, a Goomba, and 

one of those hateful giant bullets (to 
make things more tricky). The goal for 
Mario was to smash the Goomba while 
simultaneously avoiding Bullet Bill We 
created a unified player interface that 
could be extended to implement differ-
ent kinds of player agents; the idea was 
to have a human player controlling Ma-
rio for a while, which would allow us to 
get information to train the ANN. 

We decided to use the simplest type 
of Feedforward Neural Network, the 
multi layer perceptron (MLP). It had 
three layers in total. First, an input layer 
with three neurons representing the po-
sition of Mario, the Goomba, and Bullet 
Bill (of course these values were normal-
ized first). Then we had what is called 
the “hidden layer,” formed by 15 neu-
rons, and finally the output layer with 
again three neurons representing the 
actions Luigi could perform (i.e. move 
left or right, jump, or crouch). When an 
input vector of data was presented to the 
network, it computed the output and 
Luigi was commanded to perform the 
action corresponding to the output neu-

“ANN” Helps Mario Rescue  
Princess Toadstool
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ron with the strongest activation level 
(the highest output value).

In the beginning, Mario had to be 
controlled by a human player, and the 
system would store vector pairs corre-
sponding to the neural network input 
(character positions) and the desired 
output (human-like behavior). When 
enough data was stored, the training 
procedure could start and by the end of 
this process the weights of the neural 
network were fixed, the network would 
have learned the right internal con-
figuration needed to emulate a human 
player. At this point Mario would leave 
the game and Luigi would automati-
cally start to play based on the recently 
learned behaviors from the collected 
data. We added some graphical repre-
sentations of this internal weight con-
figuration and its evolution over time, 
finally we had a workshop ready to go.

The workshop took place on October 
16, 2014. William Raveane, a colleague 
of mine working on his Ph.D. with ANNs, 
presented neural networks from a theo-
retical perspective. I developed the prac-
tical part of the workshop. At the end, 
we were pleased with the results, and I 
think our audience was, too. Since then, 
we have held workshops on ANNs each 
academic year, with more attendees at 
each session.

If you are interested, the code used 
for the workshop and the executable 
.jar files can be found here: https://
github.com/lopeLH/SuperMarioMLP.
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Quantum 
Milestones
Early 1980s Researchers Paul 

Benioff, Yuri 
Manin, and Richard Feynman independently 
investigate computer models that are able to 
simulate quantum systems, which are the first 
conceptions of quantum computing. 

1985 David Deutsch of Oxford University 
publishes a paper describing 

the first universal quantum computer, which 
uses “quantum gates” to behave similarly to a 
universal Turing machine.

1994 Peter Shor, working at AT&T, 
proposes an algorithm using qubit 

entanglement and superposition to find the 
prime factors of any integer. Shor’s algorithm 
works in polynomial time, and is thus far more 
efficient than any other factoring algorithm at 
the time.

2001 Researchers at IBM Almaden and 
Stanford University are the first to 

successfully execute Shor’s algorithm to factor 
the number 15, using a seven qubit computer.

2016 IBM Research announces the 
“IBM Quantum Experience”  

for the public to work hands-on with a as  
a cloud-based system composed of five 
superconducting qubit computer. 

——Jay Patel

MILESTONES

The D-Wave 2X Systems allows for a search of 21,000 
possibilities—which is higher than the total number of 
particles in the universe—thanks to a lattice of 1,000 qubits.

http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=19&exitLink=https%3A%2F%2Fgithub.com%2FlopeLH%2FSuperMarioMLP
http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=19&exitLink=https%3A%2F%2Fgithub.com%2FlopeLH%2FSuperMarioMLP
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Quantum Algorithms 
for Machine Learning 
Quantum computing and machine learning are two technologies  
that have generated unparalleled amounts of hype among  
the scientific community and popular press. Both are mysterious, 
immensely powerful, and on a collision course with each other. 

By Bingjie Wang
DOI: 10.1145/2983535

doned.  This was a gargantuan-scale 
artificial intelligence project based on 
logic programming. Roughly speaking, 
the belief behind logic programming 
is that artificial intelligence could be 
achieved through logical reasoning. 
While this approach has had notable 
successes, such as Garry Kasparov’s de-
feat by the Deep Blue chess engine, the 
everyday world is rather unkind. One 
challenge is commonsense knowledge; 
as humans, we manage a huge deal of 
information that we don’t notice. How-
ever this type of processing is just not 
practical for computers. In the face of 
this and other challenges, artificial in-
telligence turned toward probabilistic 
methods. The research would eventu-
ally evolve into the field of machine 
learning.

The historical parallels of quantum 
computing and machine learning are 
somewhat uncanny. Though, there is 
more than history and some handwave 

Q uantum computing is computing with the laws of the quantum mechanics. When 
physics is taken to a very small scale, the common intuitions from large-scale,  
or classical, mechanics fail. Experiments performed in this small-scale world show  
our large-scale equations are approximations erasing the possibility of something  
existing, both as a particle and a wave. Currently, quantum mechanics is  

a hindrance for classical computing. If transistors were any smaller, then quantum  
effects come into play. However recent research has turned the tables to ask “What can 

quantum mechanics do for comput-
ing?”, instead of “What can computing 
do about quantum mechanics?”

In 1992, David Deutsch and Rich-
ard Jozsa proved quantum computing 
could do something that classical com-
puting could not. Let’s consider a func-
tion with 0 or 1 as an input that returns 
0 or 1 as its output. The function is ei-
ther balanced: returning both 0 and 1. 
Or it’s constant: returning only 0 or 1. 
The possibilities are listed below: 

•	f(0) = 0, f(1) = 0.  
Constant zero function.

•	f(0) = 1, f(1) = 1.  
Constant one function.

•	f(0) = 0, f(1) = 1.  
Identity function.

•	f(0) = 1, f(1) = 0.  
Negation function.

The question is: How many queries 
are necessary to determine whether 

it was balanced or constant? In classi-
cal computing, two queries are need-
ed, but with quantum computing’s 
Deutsch-Jozsa algorithm, a single que-
ry is sufficient.

Practically speaking, this isn’t 
much, but it broke new ground in 
showing quantum mechanics had 
powers to be exploited. It did not take 
long for a game-changing application 
to arise. In 1994, Peter Shor devised a 
quantum computing algorithm that 
could efficiently factorize large num-
bers. Modern cryptography hinges on 
the fact that multiplication is easy, but 
finding factors is hard. With the poten-
tial to shatter cryptography, Shor’s al-
gorithm galvanized research interest 
in quantum computing.

Embracing quantum computing 
means embracing the probabilistic 
nature of quantum mechanics. Coinci-
dentally, in 1992, the Fifth Generation 
Computer Systems project was aban-

http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=20&exitLink=http%3A%2F%2FShutterstock.com
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is known as “decoherence,” and is the 
main challenge for implementations 
of quantum computers.

MODELS DETERMINED BY DATA
While quantum mechanics is counter-
intuitive, paradoxical, and confusing, 
it has held the attention of top physi-
cists for more than a century. As a re-
sult, mathematical tools are available 
to answer research questions about 
quantum mechanics and its applica-
tions to computing. Machine learning, 
on the other hand, is a much younger 
field. Machine learning approaches 
work, and spectacularly so, but little 
work has been done to understand 
why. In my view, Bishop’s Pattern Rec-
ognition and Machine Learning (2006) 
presents a good balance between the 
mathematical basis for machine learn-
ing and the broad array of machine 
learning techniques.

Machine learning is typically di-
vided into three types of tasks: super-
vised, unsupervised, and reinforce-
ment. Of the three, only supervised 
learning has been explored alongside 
quantum computing. Though, it’s like-
ly only a matter of time before links are 
made there as well.

In supervised learning, the setup 
works as follows. There is a black box 
we would like to estimate using a pos-
sibly noisy dataset containing some 
inputs and their corresponding out-
puts. The input can be described using 
a vector of features. The dataset itself 
can be described by the feature matrix 
and target vector, formed by stacking 
the feature vectors and target value re-
spectively. We hope the dataset is suffi-
ciently representative, so the estimate 
we build from is general enough to be 
used for predicting target values on 
previously unseen inputs. 

Let’s consider self diagnosing an 
embarrassing diseases. In our case, 
the features are the symptoms and the 
target is whether you should seek pro-
fessional advice for a particular medi-
cal issue. The dataset would consist of 
a sample of patients and their diagno-
sis by medical professionals, which, 
at times, can be faulty. Traditionally, 
statistics has been the tool for such 
applications: assume a specific model 
for the black box and infer the param-
eters based on the dataset. However, as 

notions of “probabilistic” nature. Re-
search is currently striking at the heart 
of an immensely practical question: 
Can quantum computing be used for 
machine learning?

COMPUTING WITH INTERFERENCE
What makes quantum mechanics dif-
ferent from classical mechanics? This 
is a difficult question. As Niels Bohr 
says: “We must be clear that when it 
comes to atoms, language can be used 
only as poetry.” In lieu of heavily math-
ematical discussions, I choose to use 
the many-worlds interpretation, sum-
marized by Vaidman [1]. But two dis-
claimers are required. First, as Bohr 
says, this type of discussion can only 
paint an incomplete picture and ulti-
mately needs to be grounded in math-
ematics. Second, I am not an expert in 
such interpretations.

It should be noted there are other 
interpretations, such as the Copen-
hagen interpretation, which is bet-
ter known as “shut up and calculate.” 
Which interpretation is correct is sub-
ject to debate, but these are merely 
interpretations of what physicists ob-
serve in experiments. The practical 
implications for quantum computing 
are agnostic to the interpretations ex-
plaining them.

In the many-worlds interpretation, 
multiple realities exist at the same 
time and we are observing a particu-
lar reality. Let’s follow Schrodinger’s 
example and place a cat in a box with 
a poison designed to activate at ran-
dom. With the many-worlds view, 
when the box is opened the observer 
could exist in a reality where the cat 
is dead or where the cat is alive. The 
idea that there is more than one re-
ality is not specific to quantum me-
chanics. What is new, is the idea of 
“interference.” This concept origi-
nates from waves. Consider two water 
waves meeting at the beach, if a crest 
meets another crest, the wave gets 
bigger. This is constructive interfer-
ence. Likewise, destructive interfer-
ence is when crest meets trough, can-
celling each other out. With respect 
to the many-worlds interpretation, 
one crucial difference between quan-
tum and classical mechanics is re-
alities interfere like waves. Even two 
paradoxical realities, such as dead 

cat and alive cat realities, can inter-
fere, therefore the cat is both dead 
and alive!

For computing, a quantum bit, or 
qubit for short, is either zero, one, or 
a superposition of “realities”—mean-
ing it is partly zero and partly one with 
specified amplitudes. A higher mag-
nitude of amplitude means that at a 
higher probability we observe a partic-
ular value. But unlike probability, am-
plitude can be negative, allowing for 
destructive interference. A quantum 
state is a collection of qubits. 

Now the stage is set to describe the 
Deutsch-Jozsa algorithm. First, set 
up a qubit with equal superposition 
of zero and one, with the intention of 
querying the function with both zero 
and one to the function in different 
“realities.” Next, a quantum “logic 
gate” is enacted, creating destructive 
interference if the function is bal-
anced and constructive if the function 
is constant. Finally, the box is opened 
by connecting the signal to a wire. If 
there is no signal, then the function 
is balanced, otherwise the function 
is constant. As Niels Bohr reminds 
us, “words are only poetry.” The inter-
ested reader should consult Nielsen 
and Chuang’s Quantum Computation 
and Quantum Information (2010) for 
the Deutsch-Jozsa algorithm and oth-
er magical quantum tricks, such as 
quantum teleportation [2].

Harnessing the power of inter-
ference requires careful control of 
interference. There aren’t any quan-
tum “cats” running around, because 
large-scale objects like cats interact 
and interfere with many more objects 
than small-scale objects like elec-
trons. The interference drowns out 
quantum mechanics. This problem 

With the  
potential to shatter 
cryptography, 
Shor’s algorithm 
galvanized research 
interest in quantum 
computing.
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Bishop insists, it is necessary to adapt 
the model to the data. This is the crux 
of machine learning. For example, k-
Nearest Neighbors looks through its 
dataset, finds at the k examples whose 
feature vectors are closest to the input 
feature vector, and outputs an average 
of the k example’s target values. 

Support vector machines can be 
viewed as a generalization of k-Nearest 
Neighbors. Instead of k neighbors con-
tributing to the prediction, every ex-
ample in the dataset contributes, but 
far-away examples contribute signifi-
cantly less. Instead of a simple average, 
the output is the weighted sum of the 
contributions. These weights are cho-
sen with a “curve fitting” algorithm to 
optimize the fit between the model’s 
target values with the dataset’s target 
values. The key idea is the optimiza-
tion attempts to set as many weights 
as possible to zero, sometimes trading 
fit in order to do so. After the optimi-
zation, the feature vectors correspond-
ing to non-zero weights are known as 
the “support vectors” upon which the 
model is based on.

Statistics has many weaknesses. 
For one, imposing a model on the 
black box creates bias. Then there’s 
“data-dredging” and “p-hacking.” 
Machine learning leaves these deci-
sions to the optimization algorithm. 
However, the cost is that when asked 
what intuitively makes the support 
vectors special, machines can offer 
little better than: “the optimization 
algorithm said so.” Theoretical re-
sults such as the Karush-Kuhn-Tuck-
er condition help, but there’s much 
more to be understood.

QUANTUM SUPPORT  
VECTOR MACHINES
The previous section introduced the 
k-Nearest Neighbors algorithm. The 
performance is dependent on the 
performance of finding what vectors 
are in the neighborhood. This is espe-
cially problematic when the dataset is 
very large.

In 1996, Lov Grover proposed his 
quantum search algorithm. Grover’s 
algorithm considers a function that 
accepts arbitrary binary string as input 
and returns true or false. It can assume 
only one string returns true. If there 
are more, interpret binary strings 

as numbers and ask for the smallest 
string, which the function returns as 
one. Then, rerun the algorithm, except 
this time looking for the second small-
est, and so forth.

The algorithm borrows many ideas 
from the Deutsch-Jozsa algorithm. 
Again, the interested reader should 
consult Quantum Computation and 
Quantum Information. First, set up a 
quantum state with equal amplitudes 
for every possible input. Then the “re-
alities” where the function returns 
zero are iteratively interfered out. In 
the worst case, a classical algorithm 
requires a query for every possible 
input. Grover’s algorithm’s perfor-
mance is the number of interference 
iterations. In addition, there is a fail-
ure probability, so a query needs the 
output to be checked. If it’s wrong, 
the algorithm needs to be re-run. All 
in all, in the average case, Grover’s 
algorithm is quadratic improvement 
over its classical counterpart.

Grover’s algorithm can directly be 
applied to improve the k-Nearest Neigh-
bors to search for the feature vectors in 
the dataset that are closest to the input. 
This is impressive, but is there more? 
For the most part, k-Nearest Neighbors 
is only of historic interest.

In 2008, Aram Harrow, Avinatan 
Hassidim, and Seth Lloyd proposed the 
HHL algorithm [4]. The algorithm pre-
pares a state whose amplitudes corre-
spond to the values that solve a system 
of a system of equations. The intuition 
behind HHL is based upon Feynman’s 
1982 motivation for quantum comput-
ing: Quantum computers can simulate 
quantum mechanics much faster than 
classical computers. After some rewrit-

Research has 
shown the potential 
of quantum 
computing for 
machine learning, 
but why hasn’t  
this been  
implemented yet?

ing, a system of equations can be seen 
as a Hamiltonian: An operator describ-
ing how energy changes in a system, 
acting on a quantum state, which can 
then be simulated using a variant of 
Feynman’s algorithm.

Now, if there are n equations in the 
system, the number of quantum “logic 
gates” HHL requires is proportional 
to the logarithm of n. Whereas classi-
cal computers can do little better than 
Gauss-Jordan elimination, which is 
proportional to n-cubed. This is an 
exponential improvement, blowing 
Grover’s quadratic speedup out of the 
water. It’s hard to overstate the mag-
nitude of this achievement. Solving 
systems of equations is applicable to 
much more than machine learning. 
It’s a fundamental problem that arises 
in almost all of science.

Then, in 2013, Seth Lloyd, Masoud 
Mohseni, and Patrick Rebentrost dis-
covered a way to perform principal 
component analysis [5]. Like HHL, 
quantum principal component analy-
sis is also based on Feynman simula-
tion and provides an exponential im-
provement over classical algorithms. 
This is the final ingredient for a quan-
tum implementation of support vec-
tor machines. Rebentrost, Mahsoud, 
and Lloyd’s quantum support vector 
machine algorithm [6], uses a subrou-
tine from quantum principal compo-
nent analysis to create a HHL-com-
patible version of the Gram matrix 
(matrix of pairwise contributions), 
then the curve fitting algorithm used 
to optimize the fit can be converted 
into a set of linear equations that is 
solved using HHL.

However, Andrew Childs points 
out the caveats, or fine print accord-
ing Scott Aaronson, behind these al-
gorithms [7]. HHL prepares a quan-
tum state but doesn’t put signals to a 
wire. Obtaining the support vectors 
takes linear time and the exponential 
improvement is lost. However, this 
doesn’t preclude using the solution 
state as a subroutine for other quan-
tum algorithms. 

In addition, simply reading the 
system of equations costs n-squared 
steps. So the Gram matrix must be 
sparse. But even sparsity isn’t enough, 
it also has to be “nice,” in the sense 
that its eigenvalues must be approxi-
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contact with machine learning: Your 
location, purchases, and search his-
tory are constantly being data mined 
and learned. Research has shown the 
potential of quantum computing for 
machine learning, but why hasn’t this 
been implemented yet?

Currently, the best quantum com-
puters have, at most, a dozen high-
quality qubits or a few thousand low-
quality qubits. Machine learning, on 
the other end, is where terabyte da-
tasets are not uncommon. As more 
applications for quantum mechan-
ics are discovered, there will be more 
interest in fighting decoherence and 
implementing quantum computers. 
While there is a lot of work to do, the 
future looks bright. Recently, Cana-
dian Prime Minister Justin Trudeau 
pledged money to the Perimeter Insti-
tute for Quantum Computing. When 
asked by a reporter to explain quan-
tum computing, Mr. Trudeau gave a 
clean minute-long explanation. I don’t 
think any technology, even machine 
learning, has had that kind of honor.
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mately equal. Likewise, the target 
vector must also be sparse, or at least, 
relatively uniform. However it is not 
clear these conditions hold in real-
world applications of support vector 
machine learning.

WHAT IS NEXT?
As machine learning moves to neu-
ral networks and deep learning, 
work is underway to see how quan-
tum computing could improve these 
techniques. Unfortunately, the theo-
retical foundations of deep learning 
are poorly understood. It’s not even 
clear what makes deep learning deep. 
There isn’t a precise formulation of 
the classical problem for quantum 
computing to tackle.

An alternative is to turn around 
and ask what machine learning can 
do for quantum computing. How-
ever, machine learning is used when 
the black box is too difficult to deter-
mine, and for quantum mechanics 
the black box isn’t so black. Although, 
as experiments become increasingly 
complex and intractable, machine 
learning is becoming an increasingly 
attractive option over scientific com-
puting and traditional mathematics. 
This is the approach taken by Wiebe 
et al. for Hamiltonian estimation [8]. 
Another interesting approach is the 
one taken by Bisio et al. [9]. Their work 
uses a combination of classical com-
puting and quantum computing to 
learn the action of an unknown quan-
tum logic gate. 

Almost never before has there been 
a technology as widely applicable as 
machine learning. In our daily lives, 
it’s almost impossible to not come in 

While quantum 
mechanics is 
counter-intuitive, 
paradoxical, and 
confusing, it has 
held the attention 
of top physicists for 
more than a century. 
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Many-body  
Quantum  
Mechanics:   
Too big to fail?
Special purpose quantum computers—realized with  
current technology—have the potential to revolutionize  
physics, chemistry, and materials science.
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complexity, class-bounded error quan-
tum polynomial time (BQP), consisting 
of problems that are tractable (solvable 
in polynomial time) on a quantum 
computer, is assumed to be different 
than the complexity class P, which con-
tains problems that are tractable on 
classical computers. Perhaps the most 
prominent example of a problem that 
is in BQP but thought not to be in P, is 

Quantum computers, devices whose components obey the laws of quantum 
mechanics, hold promise to solve problems that cannot be tackled with classical 
computers. As opposed to a classical computer, whose elements are bits that can 
take on two discrete values, a quantum computer is comprised of quantum bits, 
or “qubits,” which are quantum mechanical objects with two distinct states. The 

essential advantage of qubits over bits is they display the quantum mechanical features 
of “superposition”—a qubit is in a linear combination of its two states— 
and “entanglement”—the outcome of measurements on one qubit is perfectly correlated 
with another qubit (see Figure 1), even though measurements on either qubit alone

give random values. Over the past 
three decades, enormous effort has 
been put toward the construction of 
a universal quantum computer with 
some fantastic successes. Still, at 
present, realistic quantum comput-
ing remains in its early stages. The 
most fruitful application of quan-
tum computation might turn out 
to be a more specialized one, which 

has the potential to revolutionize 
research in condensed matter phys-
ics, materials science, and chem-
istry. The prototypes of which have 
already been realized in labs around 
the world as the quantum simulator.

The very notion that there are some 
tasks quantum computers can per-
form efficiently and classical comput-
ers cannot means the computational 



26

feature

X R D S  •  F A L L 2 0 1 6 •  V O L . 2 3 •  N O . 1

not capable of universal quantum 
computation, can efficiently perform 
tasks that are intractable on classical 
computers; namely, solving for the 
dynamics of quantum many-body 
systems. This seemingly tautologi-
cal insight, first put forward by Rich-
ard Feynman [3], has led to the field 
of quantum simulation. In which 
“designer” quantum many-body 
systems built of well-characterized 
components—such as ions, atoms, 
molecules, and super-conducting 
electrodes at very low temperatures—
realize the dynamics of some other 
quantum system of interest—such as 
a high temperature superconductor, 
which is much harder to control or 
probe experimentally.

Before discussing quantum simula-
tion in more detail, it is worth pointing 
out the enormous conceptual differ-
ence between the classical and quan-
tum many-body problems. In clas-
sical mechanics, our “microscopic” 
degrees of freedom are the positions 
and momenta of N particles, which, 
in three dimensions, is a set of 6N real 
numbers. Given a set of 6N initial con-
ditions for these variables, one then 
simulates dynamics by solving 6N 
(coupled) differential equations, e.g. 
Newton’s equations. If our particles 
interact only pairwise, as is essentially 
always the case, each one of the differ-
ential equations involves N terms, and 
our total computation scales as O(N2). 
Hence, the classical many-body prob-
lem can be solved in poly(N) time on 
a classical computer, and so is in the 
complexity class P. This class of prob-

integer factoring: Given an integer N, 
what are its prime factors? The best 
known classical algorithm for solving 
this problem scales in sub-exponential 
time, but the now-famous quantum 
algorithm discovered by Peter Shor 
solves this same problem in polyno-
mial time [1].

Many widely used cryptographic 
schemes rely on the fact that it is hard 
for classical computers to factor large 
numbers. That a large-scale quan-
tum computer can efficiently break 

these schemes has been a powerful 
impetus driving the field of quantum 
computing forward. In spite of this, 
there also exist so-called post-quan-
tum cryptography schemes—tough 
even for quantum computers to crack 
[2]. Hence, while integer factoring is 
a fascinating example of the power of 
quantum computers, it is likely not 
the “killer app” of quantum compu-
tation. Controllable quantum ma-
ny-body systems consisting of a few 
tens or more particles, even while 
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The example given 
here shows perfect 
anti-correlations 
in the outcome of 
a measurement 
performed on 
both qubits. Such 
entanglement is the 
resource that enables 
quantum computers 
and simulators to 
outperform classical 
computers.

Figure 1. (a) Classical bits are binary, while qubits can be in any superposition state 
defined by two coefficients that can be represented as the surface of a sphere. 
(b) The number of coefficients needed to represent N qubits scales exponentially, 
which makes quantum problems prohibitively hard to solve on classical 
computers. (c) Two qubits can be in an entangled state. 

(a)

(b)

(c) 

N qubits: 2N basis states → intractable

  2 qubits: 4 basis states

entangled qubits: measurement outcome:

qubit 1

qubit 2

probability 0 00.5 0.5

20

1

classical bit qubit

2

http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=26&exitLink=http%3A%2F%2FShutterstock.com


27X R D S  •  F A L L 2 0 1 6 •  V O L . 2 3 •  N O . 1

scribed by the Schrödinger equation 
(using units where =1)

i ∂
∂t

|ψ〉 = H|ψ〉

where H is a matrix acting on Hilbert 
space, called the Hamiltonian, which 
represents the total energy of the sys-
tem. Hence for a single spin, solving 
the Schrödinger equation amounts to 
integrating a 2 x 2 matrix differential 
equation—this is easy to do.

What happens as we increase the 
number of spins in our array? It is in-
sightful to first consider the case of two 

lems essentially defines what it means 
for a problem to be tractable.

It should be noted that for a macro-
scopically large system, say on the or-
der of Avogadro’s number of particles 
(N∼1023), we still cannot efficiently 
simulate the dynamics of every sin-
gle particle efficiently by solving the 
coupled differential equations as 
outlined previously. However, for 
such a large system, the absolute po-
sitions and momenta of all particles 
is completely useless information 
for obtaining the macroscopic-scale 
behavior of the system that we usu-
ally care about. In addition, mac-
roscopically large systems will also 
be subject to deterministic chaos, 
which makes the specification of all 
1023 initial conditions irrelevant. In 
such situations, it is more useful to 
“coarse grain” the system and ask, 
not about the behavior of its micro-
scopic constituents, but about mac-
roscopic observables. This is in the 
spirit of defining thermodynamic 
observables, such as pressure or tem-
perature for a gas, which describe 
the state of the macroscopic system, 
but contain no information about the 
microscopic properties. 

Now we turn to quantum problems. 
For concreteness, we will consider 
quantum problems, which involve 
some particles arranged in a regular ar-
ray and each particle has a few discrete 
quantum states it can occupy. Physi-
cists often call these objects “spins,” in 
analogy to the discrete spin degree of 
freedom of elementary particles such 
as electrons. In addition, we will fur-

ther specialize to the case of “spin-1/2,” 
in which each particle has exactly two 
states, which we will denote |↑〉 and 
|↓〉. Such elemental objects can also be 
thought of as the qubits defined previ-
ously. Here, |•〉 denotes a vector in Hil-
bert space, the normed linear vector 
space in which quantum mechanics is 
formulated. For a single spin, its state 
|ψ〉 is completely specified as a linear 
combination of the two basis states 
above, |ψ〉 = a|↑〉 + b|↓〉, where, e.g., |a|2 
can be interpreted as the probability to 
measure the system to be in the state 
|↑〉. The dynamics of this state is de-

Figure 2. The set of states that a reasonable quantum system can reach in a 
reasonable time is an exponentially small fraction of all allowed states.

exp(N) × magnification

Initial state

Hilbert space

Physically relevant
states
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the σi can be ↑ or ↓. Counting all these 
possibilities, we see the size of the Hil-
bert space for this system, which is the 
“arena” that quantum mechanics lives 
in, grows exponentially with the num-
ber of spins. Hence, obtaining the dy-
namics of N particles (or even storing 
a quantum state of as many particles), 
is a problem that could be solved with 
poly(N) resources in classical mechan-
ics, but requires exp(N) resources 
quantum mechanically. Let’s again 
pause to consider how disastrous this 
is for solving quantum dynamics on a 
classical computer. For the sake of ar-
gument let’s say we had at our disposal 
as many classical bits as we estimate 
there are particles in the visible uni-
verse, ∼1080. With this universe-sized 
classical computer, we could still only 
store the quantum state of about 260 
spins. Clearly, simulating the behav-
ior of a macroscopically-sized array of 
quantum particles through this ap-
proach is doomed to fail.

One could reasonably ask the ques-
tion: “Why is the arena of many-body 
quantum mechanics so vast?” The an-
swer is entanglement; a state pulled at 
random from Hilbert space is generally 
very highly entangled, displaying non-
local correlations between measure-
ment outcomes for all of its constitu-
ent particles. Again using our coin toss 
analogy, a “typical” many-body quan-
tum state in Hilbert space would cor-
respond to finding random outcomes 
for each coin when a million coins are 
tossed, but these random outcomes 
are near-perfectly correlated when all 
coins are considered collectively. Such 
very highly entangled states are quite 
fragile in the sense that their correla-
tions are destroyed when placed in a 
noisy classical environment.

A natural question, then, is wheth-
er an experiment with a quantum 
many-body system utilizes the full 
Hilbert space?

The physical answer to this ques-
tion is no! This can be made precise by 
asking how far in Hilbert space can a 
given quantum state travel after a rea-
sonable evolution by the Schrödinger 
equation with a reasonable Hamil-
tonian operator H. Here, a reason-
able evolution means we only allow 
the evolution to occur for a time that 
scales polynomially with the number 

spins [1]. Here, the postulates of quan-
tum mechanics specify the Hilbert 
space of two particles is spanned by the 
four states: |↑↑〉, |↑↓〉, |↓↑〉, and |↓↓〉, where 
the left and right objects in |•〉 denote 
the quantum state of the two particles 
in some ordering (say, the left and the 
right particle in a one-dimensional ar-
ray). Suppose we are now given the state 
of the system as: a|↑↓〉 + b|↓↑〉 with a = b = 
1/√2. We are asked what are the states of 
particle 1 and particle 2? Using our pre-
scription , we find |a|2 = 1/2 of the time 
we measure particle 1 to be in the state 
|↑〉, and |b|2 = 1/2 of the time we measure 
particle 1 to be in |↓〉, and similarly for 
particle 2. However, strikingly, we note 
whenever we measure particle 1 to be 
in |↑〉 we always measure particle 2 to 
be in |↓〉, and similarly with |↑〉 and 
|↓〉 reversed. This state illustrates the 
quantum phenomenon of entangle-
ment mentioned earlier, in which the 
behavior of two quantum objects are 
perfectly correlated with each other 
even though each object displays some 
randomness. Let’s pause to consider 
how very strange this entangled state 
is: It is as if we had two double-sided 
coins that we flipped at the same time. 
We measure coin 1 to be up half of the 
time and down half of the time, but we 
always measure coin 2 to be the oppo-
site of coin 1.

The two particle situation gives us 
the first inkling of how entanglement 
produces strange non-classical effects, 
but something even more profound 
occurs when we consider larger num-
bers of spins N. Namely, for N spins the 
complete realm of quantum possibili-
ties is given by a linear combination 
of the states |σ1 σ2…σN〉, where each of 

Over the past three 
decades, enormous 
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construction of a 
universal quantum 
computer with some 
fantastic successes.

ACM’s Interactions magazine 
explores critical relationships 
between people and 
technology, showcasing 
emerging innovations and 
industry leaders from around 
the world across important 
applications of design thinking 
and the broadening � eld of 
interaction design. 

Our readers represent a growing 
community of practice that is 
of increasing and vital global 
importance.

To learn more about us, 
visit our award-winning website
http://interactions.acm.org

Follow us on 
Facebook and Twitter    

To subscribe:
http://www.acm.org/subscribe

INTER AC TION S

Association for 
Computing Machinery

IX_XRDS_ThirdVertical_V01.indd   1 3/18/15   3:35 PM

http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=28&exitLink=http%3A%2F%2Finteractions.acm.org
http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=28&exitLink=http%3A%2F%2Fwww.acm.org%2Fsubscribe


29X R D S  •  F A L L 2 0 1 6 •  V O L . 2 3 •  N O . 1

with quantum simulation experi-
ments not only gives experimentalists 
faith that the simulator is performing 
as it should, but also gives theorists a 
unique opportunity to test and hone 
new methods. This positive feedback 
between theory and experiment has 
become a hallmark of the burgeoning 
quantum simulation field.

In conclusion, we argue perhaps 
the most useful enterprise a quantum 
computer can do is to forget about 
being a computer and just behave as 
a quantum many-body system. Even 
though such a many-body system can 
only explore a tiny fraction of the realm 
of mathematical possibilities afforded 
to it by the framework of quantum me-
chanics, this tiny fraction encompass-
es essentially all systems of interest 
from physics, chemistry, and materi-
als science. Using designer quantum 
systems to simulate many-body phys-
ics holds great promise for teaching 
us about the structure of our quantum 
world, and has the potential to trans-
form computation as we know it.
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of particles, and a reasonable Ham-
iltonian is one in which interactions 
occur between a fixed number of par-
ticles at a time (as occurs for all “natu-
ral” interactions like electromagnetic 
forces). In fact, the “volume” of Hilbert 
space that can be accessed with such 
a reasonable experiment is exponen-
tially tiny (see Figure 2)[4]. Hence, the 
Hilbert space really is too big to fail. 
In order for quantum mechanics to 
be complete mathematically, we must 
include all of the highly entangled 
states that occupy the vast volume of a 
many-body Hilbert space. But most of 
these states simply have no meaning 
physically, meaning that it is difficult 
even for a physical quantum computer 
to prepare them.

While the previously stated result 
seems to preclude useful computation 
with quantum many-body systems, it 
also points out one specific problem 
that reasonable quantum systems 
can solve efficiently in a reasonable 
time, which is generating the dynam-
ics of reasonable quantum many-body 
systems over reasonable times. This 
statement is not vacuous, as we do not 
know how to simulate generic, yet rea-
sonable, quantum many-body systems 
with classical computers.

Over the last decades physicists 
have vastly improved their abilities 
to cool atoms to temperatures near 
absolute zero, to suppress any inter-
action with their (classical) environ-
ment, and to control and tune the 
interactions between them. These de-
velopments enabled them, using vari-
ous different physical set-ups, to get 
remarkably close to the realization 
of quantum simulators with near-
perfect isolation and exquisite control 
over all degrees of freedom. Milestone 
examples range from atoms and mol-
ecules trapped in lattices formed by 
laser beams, charged atomic ions in 
self-assembled structures, and arrays 
of superconducting electrodes cou-
pled through Josephson junctions [5]. 
Among the most exciting implemen-
tations are fermionic alkali atoms, 
such as lithium, cooled to millionths 
of a degree above absolute zero and 
trapped in crystals of light mimick-
ing a solid-state ionic lattice. Their 
interactions can be tuned so they be-
have like electrons in an unconven-

tional superconductor, potentially 
providing insights into problems 
from condensed matter physics that 
are prohibitively hard to solve using a 
classical computer. Solving quantum  
many-body problems is not only of 
interest to basic research in phys-
ics, such problems are also central 
to chemistry and materials physics. 
Enormous amounts of supercomput-
er time are spent studying quantum 
many-body phenomena. Hence, the 
development of a non-universal quan-
tum computer that could efficiently 
solve for chemical or material struc-
tures would completely revolutionize 
the development of new technologies.

So, what is left for current theorists, 
who at present only have access to clas-
sical computers, to do? For one, emerg-
ing quantum simulators must be veri-
fied to perform as we think they should 
in benchmark experiments. While this 
is a very difficult problem, there are 
certain places in which physicists have 
developed well-controlled approxima-
tions that can be used to compare with 
quantum simulators. For example, 
in one spatial dimension, our under-
standing of the entanglement struc-
ture of the exponentially tiny fraction 
of Hilbert space that we can access has 
led to a framework known as matrix 
product states, which enable efficient 
computations over moderate times. 
For certain systems in two and higher 
dimensions, we can estimate equilib-
rium properties of certain quantum 
many-body systems by treating them 
as classical systems in one higher di-
mension and sampling their trajec-
tories with probabilistic Monte Carlo 
schemes. The direct comparison of 
such advanced numerical techniques 

Many widely used 
cryptographic 
schemes rely on  
the fact that it is 
hard for classical 
computers to factor 
large numbers. 
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Black Holes, Quantum  
Mechanics, and the Limits  
of Polynomial-Time  
Computability
Which computational problems can be solved in polynomial-time  
and which cannot? Though seemingly technical, this question 
has wide-ranging implications and brings us to the heart of both 
theoretical computer science and modern physics.

By Stephen P. Jordan
DOI: 10.1145/2983539

David Deutsch, is to interpret “realistic” 
as “physically realistic.” The real goal is 
to classify the power of computational 
devices that are allowed by the laws of 
physics and use a polynomial amount 
of space, time, and energy.

For many years, Deutch’s interpreta-
tion of the complexity-theoretic Church-
Turing thesis held up remarkably well. 
Realistic alternative models of digital 
computation were consistently found to 
be efficiently simulatable by standard 
Turing machines. Models of computa-
tion that appeared to yield exponentially 
greater computational power than Tur-
ing machines always turned out to be 
unrealistic. Most of those models were 
forms of analog computation, which, 
when examined carefully, turned out 

T he fundamental limits of computation have long been of interest to computer 
scientists, physicists, and even philosophers. The roots of computer science lie 
in early 20th century investigations by Kurt Godel, Alan Turing, Alonzo Church, 
and others to determine what problems are solvable by computation, and what 

problems are fundamentally and permanently undecidable. 
Modern computer science focuses on a more fine-grained question: Which problems  

can be solved efficiently and which are intractable? Over the years a consensus has emerged; 
the most fruitful mathematical formalization of efficiency is that problems be solvable 
using a number of computational steps that scales polynomially with the size of 

the problem, measured in the number 
of bits needed to describe the problem 
instance. We call the set of problems an-
swerable by a standard computer (Turing 
machine) using polynomially many steps 
complexity class P (short for polynomial-
time). Until recently, it was thought P was 
the final word on what class of computa-
tional problems can be efficiently solved.

Instead of a Turing machine, one 
may replace the underlying model of 
computation with uniform families of 
logic circuits, parallel computers such 
as Turing machines with polynomially 
many tapes, or even abstract systems of 
symbol replacement such as Church’s 
lambda calculus. In fact, many plau-
sible definitions of polynomial-time 
computability all turn out to yield P as 

the resulting set of solvable problems, 
and in each case, the set of problems 
solvable in polynomial time remains 
the same. Although a problem requir-
ing n2 time to solve in one model may, 
for example, require n3 time in another.

The insensitivity of polynomial-time 
computability to the details of the un-
derlying model of computation led to 
the following conjecture, known as the 
complexity-theoretic Church-Turing 
thesis: “A Turing machine can simulate 
any realistic model of computation with 
polynomial overhead.”

The vague nature of this statement 
has long been a source of discomfort. 
What does “realistic model of compu-
tation” really mean? One proposal for 
sharpening this statement, thanks to 
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with polynomial resources in our uni-
verse is BQP, and not P.

To definitively refute the objection 
that quantum computers are not re-
alistic would require building a scal-
able universal quantum computer. 
Despite substantial effort and remark-
able progress, this has not yet been 
achieved. However, there is now strong 
theoretical evidence that quantum 
computing is fundamentally different 
from the models of analog computa-
tion that previously gave false hope of 
solving problems outside of P. Fault-
tolerance threshold theorems, first 
proven in the mid 1990s, show once the 
error rate per logic gate of a quantum 
computer is brought below a fixed finite 
threshold, arbitrarily long quantum 
computations can be carried out reli-
ably through the use of error-correcting 
codes. Proving the power of quantum 
computation is not simply an illusion 
arising from unrealistic modelling of 
error. More concretely, threshold theo-
rems serve as blueprints for building 
large-scale quantum computers once 
experimental devices reach the neces-
sary precision thresholds, a milestone 
that some recent experiments are 
claimed to have met.

to depend on operations with exponen-
tially high precision. When realistic er-
rors were taken into account, the appar-
ent exponential advantages over Turing 
machines fell away.

All of this dramatically changed 
when the concept of quantum compu-
tation was discovered. In the 1980s, 
Richard Feynman proposed certain 
quantum systems of many particles 
apparently take exponential time to 
simulate with conventional, classical 
computers. Feynman suggested these 
systems may be fundamentally impos-
sible to simulate in polynomial time 
by conventional Turing machines, and 
therefore by harnessing these systems, 
one may be able to perform certain 
computations that are intractable on 
conventional Turing machines. To 
mathematically capture the compu-
tational power of quantum systems, 
various formal models of universal 
quantum computation were defined, 
including quantum Turing machines 
and quantum logic circuits. Subse-
quently, these models were all proven 
to simulate one another with polyno-
mial overhead. The complexity class of 
problems solvable in polynomial-time 
by any of these models is the same, and 

is called BQP (which stands for Bound-
ed-error Quantum Polynomial-time). 
Based on this, Deutsch argued the com-
plexity-theoretic Church-Turing thesis 
was now defunct and must be replaced 
by a new quantum Church-Turing the-
sis: “A quantum Turing machine can ef-
ficiently simulate any realistic model of 
computation with polynomial overhead.”

However, two significant objections 
remained in the minds of skeptics, who 
believed the original Church-Turing 
thesis was in no need of a replacement. 
First, is a quantum Turing machine 
truly a realistic model of computation? 
Maybe it somehow depends on unreal-
istic assumptions about exponentially 
precise operations, much like earlier 
unrealistic models of analog computa-
tion. Second, is it really true that quan-
tum Turing machines cannot be simu-
lated efficiently by classical Turing 
machines? Maybe the difficulty of sim-
ulating quantum systems is not funda-
mental, but simply a failure to find the 
right algorithm. Although neither of 
these objections have been answered 
definitively, developments over the last 
few decades have greatly bolstered the 
case that the leading candidate for the 
set of problems in-principle solvable 

http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=31&exitLink=http%3A%2F%2FShutterstock.com
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by taking into account both quantum 
and relativistic effects.

The theory that successfully unifies 
quantum mechanics with special rela-
tivity is called quantum field theory. By 
the late 1970s, a single quantum field 
theory, called the “Standard Model,” de-
scribing all known particles and forces 
with the exception of gravity, had been 
proposed. Some aspects of the Standard 
Model (relating to the electron’s magnet-
ic moment) have shown agreement be-
tween experiment and theory to 10 dig-
its of precision, making them amongst 
the most precisely tested predictions in 
all of science. With the observation of 
the Higgs boson by Large Hadron Col-
lider, all particles in the Standard Model 
have now been observed.

A crucial test of the quantum Church-
Turing thesis is therefore whether 
polynomial-time quantum algorithms 
can simulate the Standard Model. Be-
cause the Standard Model describes 
all known physics other than gravity, 
including quantum computers being 
developed in labs around the world, it is 
believed classical computers cannot ef-
ficiently simulate the Standard Model. 
If they could, then this would enable 
them, for example, to efficiently factor 
large integers by simulating a quantum 
computer executing Shor’s algorithm.

Given the success of polynomial-
time quantum algorithms for simulat-
ing non-relativistic quantum systems, 
the obvious first question to ask is 
whether simulating the Standard Mod-
el should be any different. Do we get ef-
ficient algorithms for simulating quan-
tum field theories as easy corollaries of 
previously known quantum algorithms 
for simulating quantum systems? In 
fact, we don’t. The simulation of quan-
tum field theories poses new challeng-
es. Perhaps the most fundamental of 
these challenges is that quantum field 
theories involve infinitely many degrees 
of freedom, even within a finite volume.

As one might guess, the infinite de-
grees of freedom in quantum field the-
ory lead to many thorny problems, both 
mathematically and computationally. 
Nevertheless, recent work has demon-
strated, at least for simple examples of 
quantum field theories, efficient quan-
tum algorithms for simulation can be 
obtained through careful discretization 
[1]. Much work remains to be done to 

To refute the objection that quan-
tum computers might be efficiently 
simulated by classical computers, one 
would have to prove that some prob-
lem quantum computers can efficiently 
solve is outside of P. Proving this rig-
orously is an extraordinarily difficult 
mathematical problem, which has not 
been cracked. However, polynomial-
time quantum algorithms have been 
discovered for several problems that 
are widely believed to lie outside of P. 
Most famously, in 1994, Peter Shor dis-
covered polynomial-time quantum al-
gorithms for integer factorization and 
discrete logarithms. The belief that 
these problems cannot be solved by any 
polynomial-time classical algorithm is 
the foundation of the public-key crypto-
systems used to protect financial trans-
actions on the internet.

The quantum Church-Turing thesis 
is a bold claim about fundamental sci-
ence. In answer to the question “What 
is the computational power of the uni-
verse?” the quantum Church-Turing the-
sis replies: “The set of problems efficient-
ly solvable in our universe is BQP.” One 
of the most exciting and fundamental 
questions in either physics or computer 
science is whether this is really true. In 
light of the fault-tolerance threshold the-
orems proven in the 1990s, it seems un-
likely, in principle,  the set of problems 
solvable in polynomial time is smaller 
than BQP. The essential challenge to the 
quantum Church-Turing thesis is there-
fore the possibility of exotic physical 
systems that are intractable to simulate 
even with a quantum computer.

It is possible that exotic new phys-
ics will be discovered by future experi-
ments, which implies computational 
power far beyond that of “ordinary” 
quantum computers. However, even 
without such discoveries, there is al-
ready a job for theorists to do to probe 
the quantum Church-Turing thesis. 
At present, it is not clear that efficient 
quantum algorithms can simulate all 
of known physics, so we must try to find 
them. Success in this endeavor yields 
quantum algorithms that will be useful 
once quantum computers are built. On 
the other hand, “failure” is even more 
interesting! If we find some physical 
system is intractable to simulate even 
for quantum computers, then this chal-
lenges our fundamental assumptions 

about polynomial-time computability, 
as enshrined in the quantum Church-
Turing thesis. Furthermore, such 
physical systems might eventually be 
harnessed to perform computations in-
tractable even on quantum computers.

At present, theoretical work on quan-
tum algorithms for simulating physical 
systems is at a fairly advanced stage. 
Polynomial-time quantum algorithms 
of substantial generality have been dis-
covered that can simulate chemistry 
and materials science. The remaining 
challenges to the quantum Church-Tur-
ing thesis come from physical systems 
in which quantum effects and relativis-
tic effects are both significant.

To describe the behavior of systems 
travelling at significant fractions of 
the speed of light, physicists turn to a 
branch of physics called special relativi-
ty, which is known to most of us through 
Einstein’s predictions about relativistic 
time-dilations for space travelers mov-
ing at close to the speed of light and 
his famous formula, E = mc2. However, 
special relativity is not only relevant to 
science-fiction scenarios involving fu-
turistic spacecraft. Many experimen-
tally accessible systems simultaneously 
involve speeds high enough and objects 
small enough that special relativity and 
quantum effects, respectively, cannot 
be neglected. Examples include radio-
active decay, nuclear reactions, cosmic 
rays, and particle collisions in accelera-
tors such as the Large Hadron Collider. 
In fact, if carried to sufficiently high pre-
cision, even observations of the spectral 
lines of atoms—of the sort carried out 
in many high-school science labs—
yield results that can only be predicted 

In the 1980s, Richard 
Feynman proposed 
certain quantum 
systems of many 
particles apparently 
take exponential 
time to simulate 
with conventional, 
classical computers.
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In examining several models of black 
holes for which quantum mechanical 
principles are modified, it is found if 
the models are pushed into parameter 
regimes that imply efficient solution to 
NP-hard problems, they also imply the 
ability to send superluminal signals us-
ing quantum entanglement. According 
to special relativity such superluminal 
signaling allows messages to be sent 
backward in time, leading to numerous 
logical paradoxes. Thus, most physi-
cists believe in a principle called “cau-
sality,” which states that superluminal 
signaling is impossible and its presence 
in a theory is a sign the theory is incom-
plete, wrong, or pushed beyond its lim-
its of applicability.

Physical arguments cannot resolve 
the mathematical problems of com-
plexity theory, such as proving that nei-
ther P nor BQP contains NP. However, 
taking for granted that these standard 
assumptions about complexity theory 
are true, one is left with an interesting 
physical question: Which complexity 
class corresponds to the problems solv-
able with polynomial resources in our 
universe? The results suggest the im-
possibility of solving NP-hard problems 
in polynomial time by physical means 
is a robust consequence of basic physi-
cal principles such as causality, rather 
than a fragile inference dependent on 
all of the precise details of quantum 
mechanics [3]. The quantum Church-
Turing thesis once again comes out 
looking strong. Testing it further re-
mains an outstanding open problem 
and a grand adventure promising to 
yield new insights into both physics and 
computer science.
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adapt these quantum algorithms to han-
dle more complex quantum field theo-
ries such as the Standard Model. Nev-
ertheless, it appears likely the Standard 
Model can be efficiently simulated using 
generalizations of the techniques in [1].

If polynomial-time quantum algo-
rithms to simulate the Standard Model 
are found, we will still be left with one 
final frontier in the quest to test the 
quantum Church-Turing thesis: quan-
tum gravity. Einstein’s theory of general 
relativity describes gravity as curvature 
of spacetime. The predictions of general 
relativity have been confirmed by many 
astronomical observations, most recent-
ly the direct detection of gravitational 
waves. However, general relativity is not 
a quantum theory. It is not known how 
to model gravity in regimes where quan-
tum effects cannot be neglected, such as 
in black holes and the Big Bang. A num-
ber of candidate theories describing 
quantum gravity have been proposed, 
with string theory the most well-known.

Can quantum gravity be efficiently 
simulated by quantum computers? 
This question is extremely challeng-
ing, not least of which because a com-
plete theory of quantum gravity is not 
yet known. In the absence of a complete 
theory of quantum gravity, how can 
the problem of simulating quantum 
gravity be addressed? One approach 
is to use leading theoretical models of 
quantum gravity such as string theory. 
At present, this research frontier is 
largely unexplored, with the excep-
tion of quantum algorithms to simu-
late some topological quantum field 
theories (TQFTs) and a related class of 
models called spin-foams. Encourag-
ingly, these quantum algorithms have 
proven useful independently of wheth-
er these models are successful in the 
context of quantum gravity. TQFTs are 
now thought to describe the emergent 
behavior of certain materials observed 
in low-temperature physics laborato-
ries. Additionally, the simulations of 
TQFTs and spin-foams have yielded, 
as a byproduct, efficient quantum al-
gorithms to approximate topological 
invariants that are of interest indepen-
dent of their connection to physics.

A second approach to understanding 
the complexity theory of quantum grav-
ity is to take a “phenomenological” point 
of view. That is, even lacking a funda-

mental theory of quantum gravity, cer-
tain broad features of the theory may be 
guessed from symmetry principles and 
other general arguments. The history 
of physics contains many examples of 
systems for which accurate quantitative 
predictions were extracted from phe-
nomenological models long before the 
underlying microscopic theory was fully 
understood. Ideal gasses, low-temper-
ature superconductors, and black-body 
radiation are three prominent examples.

Black holes are a class of physical 
systems in which quantum-gravitation-
al effects are expected to be important, 
and have been studied extensively from 
a phenomenological point of view. In 
the case of black holes, the arguments 
that can be made by applying various 
well-established symmetries and phys-
ical principles seem to yield results that 
are in conflict. The most recent version 
of this conflict is called the “Black Hole 
Firewalls Paradox,” which descends 
from a long line of arguments about 
whether information is destroyed after 
falling into black holes.

Some phenomenological models of 
black holes, which are currently being 
debated in the context of the firewalls 
paradox, contain features that, at least 
at first glance, appear to have shock-
ing consequences for polynomial-time 
computability. As an example, in the 
final-state projection model of Horow-
itz and Maldecena, the quantum states 
of black holes may evolve nonlinearly in 
time. Generically, nonlinear transfor-
mations of quantum states can be used 
to obtain polynomial-time solutions to 
NP-hard problems, as was earlier shown 
by Abrams and Lloyd. Not even quan-
tum computers are believed to solve NP-
hard problems in polynomial time. A 
physical device achieving this would be 
shockingly powerful. For any problem 
whose solution can be verified efficient-
ly, such a device would efficiently find a 
solution. In particular, algorithms for 
verifying formal mathematical proofs 
could be bootstrapped to yield efficient 
algorithms finding proofs, making hu-
man mathematicians obsolete [2].

Could black holes be carrying out 
computations exponentially more com-
plex than those allowed by our current 
theories of quantum computation? 
Recent analysis throws some cold wa-
ter on this provocative suggestion [3]. 

http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=33&exitLink=http%3A%2F%2Fblog.computationalcomplexity.org%2F2004%2F05%2Fwhat-if-pnp.html
http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=33&exitLink=http%3A%2F%2Fblog.computationalcomplexity.org%2F2004%2F05%2Fwhat-if-pnp.html
http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=33&exitLink=http%3A%2F%2Fblog.computationalcomplexity.org%2F2004%2F05%2Fwhat-if-pnp.html
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ror correcting properties and very low 
resource overheads. The surface code 
can be used for hardware failing less 
than 1 percent of the time.

It is reasonable to assume the first 
quantum computer will be built from 
faulty hardware entities arranged in 
a two-dimensional lattice (see Figure 
1a). Each entity in the lattice repre-
sents a physical qubit that can be ma-
nipulated individually or interacted 
with its nearest neighbors. Physical 
qubits can be either on (when actively 
manipulated) or off (when not being 

In the not too distant future, a quantum computer engineer will be confronted with 
the problem of automating the compilation of what a user wishes to execute (quantum 
algorithms) to instructions that a quantum computer is able to execute.

A quantum algorithm is implemented as a quantum circuit formed of quantum gates 
operating on quantum bits (qubits). Executing a quantum circuit is different compared to 
classical circuit execution. The wires and the gates of a classical circuit are implemented 
in hardware. In contrast, for a quantum circuit only the qubits may be seen as part of the 
hardware, because the gates are understood as instructions for transforming qubit states. 
There are multiple related gate sets that can be used to express quantum algorithms, and 

their relation is similar to how classical 
programming languages are compiled 
from high-level ones into a lower level 
and finally assembler instructions.

To solve the problem, our quan-
tum computer engineer should learn 
about how defects are useful for con-
structing reliable quantum circuits 
[1]. Then devise a method to automati-
cally transform the high-level descrip-
tion of the quantum algorithm into 
an equivalent low-level description. 
This would be straightforward in an 
ideal world, but in reality, quantum 

hardware is faulty. State of the art 
quantum computing architectures 
are founded on the decision to use 
scalable, but faulty, quantum hard-
ware in conjunction with an efficient 
error correcting code capable of tol-
erating high error rates. The solution 
is to chose a suitable quantum error 
correcting code and to compile the 
algorithm into an intermediate de-
scription language, which guarantees 
very high computational reliability. 
The surface quantum error correcting 
code is chosen due to its excellent er-

The first large-scale practical quantum computer is within reach. 
Coming to grips with the strategy and challenges of preparing reliable 
executions of an arbitrary quantum computation is not difficult. In 
fact, defects are good.

By Alexandru Paler, Austin G. Fowler, and Robert Wille
DOI: 10.1145/2983541 
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used). The available computational re-
sources are constrained by the lattice 
area (number of physical qubits) and 
time (number of interaction rounds). 

The engineer faces the challenge 
of compiling (as efficiently as possible 
with respect to the computational re-
sources) an algorithm into surface code 
elements. Our hope is this article will 
alleviate the engineer’s fear of defects, 
because these are basic error corrected 
elements used by the surface code.

QUANTUM CIRCUIT INGREDIENTS
Quantum circuits have their own partic-
ularities, given that they describe com-
putations based on quantum physical 
effects. Firstly, a quantum circuit has the 
same number of inputs and outputs; sec-
ondly, all the gates have the same num-
ber of inputs and outputs; and thirdly, 
the state of arbitrary qubits cannot be 
copied. From a diagrammatic point of 
view, a quantum circuit is a set of hori-
zontal wires interrupted by quantum 
gates (see Figure 2). Quantum circuit 
wires are qubit abstractions. The state of 
a qubit is transformed by each gate ap-
plied to that wire after a left-to-right tra-
versal. Circuit inputs are on the left side, 
while the outputs on the right side.

It would be difficult to discuss 
circuits and computations without 
introducing a few technical details. 
The state of a qubit named q is a two-
dimensional complex vector denoted 
|q〉 and imagined to indicate a point 
on the surface of a three-dimensional 
unit sphere (see Figure 3). The sphere 
poles are called computational basis 
states, and a state can also be on the 
equator in |+〉  or |-〉.

Quantum gates rotate qubit states 
around a sphere axis, and each single 
qubit gate can be decomposed into 
three rotations around two orthogo-
nal axes, for example, Z and X. The 
bit flip transforming |0〉 into |1〉 is a π 
rotation around the X-axis. The |+〉 is 
transformed into |A〉 by a π/4 rotation 
around the Z-axis. Considering the ar-
bitrary quantum gate G, we will write 
G = RZ(α)RX(β)RZ(γ), where RX and RZ are 
rotation operators around the X and 
Z axes, and α, β, γ are rotation angles. 
This decomposition is a first example 
of how a high-level description (gate G) 
is compiled into a lower-level descrip-
tion (only rotation gates).

Figure 3. Visualization of state initialization, gate applications, and measurement. 
A qubit can take any state between north pole (|0〉) and south pole |1〉), (left). Single 
qubit gates are rotations around an axis, (middle). A measurement returns one of 
the two possible states, (right).

Figure 2. Quantum circuits. Horizontal wires abstract the manipulation of qubits. 
The CNOT gate is symbolized by the horizontal line connecting the • (control qubit) 
and the ⊕ (target qubit). Controlled measurements, indicated by double wires, 
determine the measurement basis of a qubit depending on the result of  
another qubit (e.g. the upper Z basis measurement). Following the circuits  
are ICM representations: a) The S gate; b) The T gate.

Figure 1. From physical qubits to defects and braids: a) A lattice of 16 physical 
qubits, which can be switched off (green), is used in rounds by switching on primal 
qubits (blue) and dual qubits (red); b) The dual-primal CNOT is a single braid,  
and a primal-primal CNOT is three braids.
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Single qubit measurements are 
probabilistic and performed around 
a sphere axis. The resulting state de-
pends on where the axis touches the 
unit sphere surface; for example, a 
Z-basis measurement (symbolized by 
MZ) returns either |0〉 or |1〉. The prob-
ability of the measurement result 
depends on the angle between the 
measured state and the measurement 
axis. Multi-qubit gates exist too. For 
exampl e, the CNOT gate is one pos-
sibility to create the quantum specific 
phenomenon of entanglement. Quan-
tum entanglement occurs when pairs 
of qubits are interacted in a manner 
such that the state of each qubit can-
not be described independently. The 
CNOT gate performs a bit flip of a 
computational state (target) if anoth-
er state is  |1〉 (control).

DEFECTS, BRAIDS,  
AND DISTILLATIONS
A bad environment also influences 
quantum circuits, resulting in faulty qu-
bit initializations and measurements or 
faulty quantum gate applications. The 
majority of environment-induced faults 
can be mitigated by the quantum error 
correcting codes. From the perspective 
of the surface code, logical qubits are 
encoded and operated (initializations, 
measurements, and gates) by switch-
ing offsets of physical qubits in the lat-
tice and interacting only the qubits that 
are still on. It suffices to mention there 
are two methods (primal and dual) for 
manipulating single physical qubits, 
and for saving the details about how the 
qubits interact with each other. Physical 
qubits, depending on their manipula-
tion method, are switched on and off in 
turns: primal, dual, primal etc.

A defect abstracts how a set of 
switched-off lattice physical qubits is 
evolving in time, and depending on 
the physical qubits type, the defect can 
be either primal or dual. In Figure 1a, 
the primal defect (blue) abstracts the 
set of switched-off primal qubits (e.g. 
one qubit in two rounds), and the dual 
defect (red) abstracts switched-off dual 
qubits (e.g. one qubit in two rounds). A 
logical qubit is formed by pairs of same 
type defects and, as a result, the sur-
face code allows the construction of 
primal and dual logical qubits.

A logical CNOT gate (see Figure 1b) is 

a braid between defects of opposite type 
(a primal and a dual): The dual logical 
qubit controls the primal logical qubit 
(target). Braids between defects of the 
same type leave the corresponding logi-
cal qubit states untransformed; the re-
sult is a logical identity gate. Braiding is 
the only straightforward operation be-
tween defects, implying arbitrary quan-
tum circuits—consisting of logical qu-
bit initializations, logical CNOT gates, 
and logical qubit measurements—can 
be easily protected by the surface code. 

The error correction capability of 
the surface code (its distance) is a func-
tion of defect circumference and defect 
distances: construct distant, or thick 
defects when using very faulty hard-
ware; and construct close, or thin de-
fects when the hardware is less faulty. 
Code distance is not discussed herein 
because it does not influence the defi-
nition of defects and braids

The surface code will not solve all 
environment related issues. Although 
an initialized qubit will be protected 
against errors, it may have a low fidel-
ity: Using the sphere visualization, 
there is a large distance between the 
actual state and the ideal state. Fidelity 
is increased by distillation procedures 
expressed as subcircuits [2]. These 
take multiple low fidelity instances of 
a state and output a single high fidelity 
state. Consequently, the surface code 
will have to protect circuits including 
distillation procedures.

THE RISC OF QUANTUM CIRCUITS
Reduced instruction set computing 
(RISC) was proposed as a way to in-

It is reasonable  
to assume  
the first quantum 
computer will  
be built from  
faulty hardware 
entities arranged  
in a two-dimensional 
lattice.

crease classical computing perfor-
mance, but the performance of quan-
tum computers is not a thoroughly 
discussed research topic for the mo-
ment. However, there are sufficient 
reasons why a reduced set of quantum 
gates is useful. On the one hand, de-
sign automation methods can focus 
on a common framework; on the oth-
er, there are known efficient meth-
ods to actively protect specific gates 
against errors.

T is the Difficult Gate. Quantum 
computers seem more powerful for 
particular tasks that are exponential-
ly difficult for classical computers. 
However there are exceptions. Take 
quantum computations using only 
Clifford gates; these are not universal 
and cannot express the full capabili-
ties of quantum computing. Clifford 
gates are the Hadamard H = RZ(π/2)
RX(π/2)RZ(π/2), V = RX(π/2), S = RZ(π/2), 
the CNOT, and any other gate combi-
nation of the previous (e.g. SHV). The 
Clifford+T gate set is universal and in-
deed exponentially difficult for clas-
sic computers, because of the gate T 
= RZ(π/4).

All gate types are translatable into 
Clifford+T, and research has focused 
lately on this set. Computations, in-
cluding state distillations, can be pro-
tected by the surface code if all the 
circuit’s gates are decomposed into 
Clifford+T and then into an ICM repre-
sentation (single qubit initializations, 
CNOT gates, and single qubit measure-
ments), the smallest set of gates [3, 4]. 

Initialize, Entangle, and Measure. 
ICMs are the RISC of surface code pro-
tected quantum circuits. Clifford+T 
gates are translated into subcircuits of 
only qubit initializations, CNOT gates, 
and qubit measurements. Initializa-
tions can be either one of four possible 
states: (|0〉, |+〉, |A〉, |Y〉). While measure-
ments are of two types: single qubit 
independent ones (see Figure 2a) and 
classically controlled measurements 
(see Figure 2b).

An ICM single qubit rotation (e.g. V, 
S, T) about an angle ϑ is implemented 
by entangling an ancilla qubit (initial-
ized into one of the four states) to the 
qubit representing the state to be ro-
tated, and measuring one of the two 
qubits. Quantum measurements are 
probabilistic and will yield a rotation 
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that are executed (yellow and green), 
only the successful ones are connect-
ed to the circuit by defect pairs.

TO DO: BUILD A  
QUANTUM COMPUTER
The T gate, which makes quantum com-
putations difficult to simulate classi-
cally, also largely dictates defect place-
ment. The gate requires high fidelity 
|A〉 states, and the total number of cor-
responding distillations combined with 
their resource requirements is so high 
that it almost monopolizes the cost of 
error correcting an arbitrary quantum 
computation.

Instead of a conclusion, our quan-
tum computing engineer should not 
be afraid of defects and be motivated 
to investigate ways to optimize distil-
lations and their placement in assem-
blies (see Figure 5). The engineer can 
learn more about this topic by using 
complete introductions to the surface 
code [1, 5] and the description of how 
defect assemblies are generated [3].
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by ϑ or by -ϑ (rotation about ϑ in the op-
posite direction). The latter situation 
requires the wrongly rotated state to 
be corrected by an additional rotation 
of 2ϑ. For the V and S gates, the correc-
tion can be tracked through the CNOT 
circuit and does not need to be imple-
mented as a gate. The ICM formulation 
of the S gate is illustrated in Figure 2a.

The ICM T gate (RZ(π/4)) is slightly 
more complex because it requires an S 
gate correction (RZ(2π/4) = RZ(π/2) = S), 
which cannot be tracked. It needs to be 
executed inside the circuit and, there-
fore, four other ancilla qubits are en-
tangled and measured depending on 
the topmost MZ result. The circuit per-
forms an RZ(π/4) rotation irrespective 
of the upper MZ result.

“Forget About Small Efficiencies.’’ 
Compiling a quantum circuit into sur-
face code elements is halfway finished. 
The ICM form introduces a quantum 
circuit wire for each ancilla qubit, but 

not all the qubits are required simul-
taneously during a computation. In-
dependent qubits can share the same 
wire so that a qubit measurement is 
not preceded by another qubit’s ini-
tialization. This leads to less physical 
resources required for error correcting 
the computation.

ASSEMBLIES OF DEFECTS
At last, the quantum computer engi-
neer can protect a quantum circuit 
against the bad environment. The cir-
cuit is translated into an assembly of 
braided defects. It is not specified if 
a qubit should be primal or dual. The 
solution is to consider all the qubits 
being primal, and implement a logi-
cal CNOT between primal qubits. Each 
CNOT from the circuit is implement-
ed by the primal only braided logical 
CNOT from Figure 2b.

For example, in Figure 4 a circuit 
is optimized so two qubits share the 
same wire. The resulting logical qu-
bits are pairs of blue (primal) defects, 
and each CNOT from the circuit is 
represented by a red (dual) defect 
braided three times around primal 
defects. The illustrated assembly 
shows the initialization and the mea-
surement of a logical qubit depend 
on the existence of a third defect con-
necting defect pairs (e.g. compare |0〉 
and |+〉 initializations)

The additional example from Fig-
ure 5 corresponds to the T gate from 
Figure 2b. The six logical qubits from 
the ICM circuit are the six parallel 
pairs of blue (primal) defects. Once 
more (similarly to Figure 4) each 
CNOT is implemented by a red (dual) 
defect braided three times. This ex-
ample circuit includes distillations 
(|A〉 and |Y〉) symbolized by boxes of 
different volumes. Boxes are place-
holders of surface code protected ver-
sions of the distillation subcircuits. 
Distillations are probabilistic (may 
not succeed and the output state has 
low fidelity) and heralded (it is known 
if distillation succeeded). The engi-
neer computes the number of boxes 
to be sufficient for computational 
reliability, and lets all boxes execute 
in order to know which were success-
ful and which not. Only outputs of 
successful boxes are usable. Figure 5 
shows three distillations of each type 

Figure 5. A defect assembly including 
distillation boxes (green and yellow). 
This is a resource-suboptimal 
placement of boxes because an 
imagined bounding box (orange) is 
largely unoccupied.

Figure 4. An assembly of braided 
defects is obtained from an optimized 
circuit.
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What are quantum computers good for? This essay  
reviews the progress toward proving a quantum advantage  
over classical computing.
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quantum computers would have the 
incredible power to break most of the 
modern cryptography. In 1994, Peter 
Shor demonstrated quantum comput-
ers could factor an n-bit number in 
time that scales polynomially in n [2]. 
In contrast, the best-known classical 
algorithm takes time that scales expo-
nentially in n. Many believe more effi-
cient algorithms do not exist, and this 
belief is the basis of much of modern 
cryptography. In fact, quantum com-
puters could efficiently break a number 
of public-key cryptosystems, includ-
ing RSA and Diffie-Hellman, which 
are used in electronic commerce and 
banking. So an adversary with a quan-

Quantum computing is a method of manipulating tiny particles, such as individual 
photons or electrons, to process information. These particles obey the laws of 
quantum mechanics, which are fundamentally different from the laws of physics 
observed in day-to-day life. For example, particles can hold different positions 
and momenta simultaneously—a property known as quantum superposition. By 

harnessing the strange laws of quantum mechanics, quantum computing promises to 
provide an exponential advantage over classical computation. In other words, quantum 
computers could solve some problems in time, which scales polynomially in the input size, 
whereas a classical computer would require time that scales exponentially in the input 

size. This “quantum leap” in compu-
tational power is widely proclaimed as 
revolutionary in popular media. In 2013 
Google uploaded a video to YouTube  of 
a scientist who claimed in addition to 
solving more mundane optimization 
problems, quantum computers might 
even help us determine whether or not 
extraterrestrials exist [1]. In the face of 
such speculative pronouncements, it is 
natural to ask exactly what problems 
quantum computers (once they’re con-
structed) will be able to solve consider-
ably faster than classical computers, 
such as laptops and smartphones. In 
other words, what are the “killer apps” 
of quantum computing? And is there 

evidence that proves classical com-
puters (which we are far better at con-
structing) cannot perform these tasks 
efficiently? In this article we review 
the problems that show a quantum 
advantage, discuss the state of math-
ematically proving this advantage, and 
describe recent research on sampling 
tasks, which might provide the first ex-
perimental demonstration of quantum 
advantage in the near future.

TASKS WITH QUANTUM ADVANTAGE
There are a number of problems where 
quantum computing may potentially 
have an exponential advantage over 
classical computation. For example, 

http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=41&exitLink=http%3A%2F%2FShutterstock.com
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to the fact that there are exponentially 
many possible solutions. For example, 
finding the most efficient route to visit 
n cities is an NP-complete problem. 
There are n factorial orderings of cities 
one could visit, and it is difficult to find 
what ordering results in the shortest 
travel time. Such problems commonly 
arise in optimization, where it is ex-
tremely difficult to find the best solu-
tion to a complex optimization prob-
lem. Although D-Wave, a commercial 
quantum computing company, is work-
ing to construct quantum computers 
to solve such optimization problems, 
it is unclear if quantum computers will 
have an advantage at this task. There is 
evidence that quantum computers can-
not efficiently solve NP-hard optimiza-
tion problems on worst-case inputs. 
In particular, we know quantum com-
puters cannot efficiently brute-force 
search over an exponentially large set 
of all possible answers to find a solu-
tion. In other words, quantum comput-
ers aren’t any better at finding “a needle 
in a haystack” than a normal computer, 
up to polynomial factors. Therefore, it 
is widely expected that quantum com-
puters will not be able to solve NP-hard 
problems exponentially faster than 
classical computers on worst-case 
instances. It remains open whether 
quantum computers can provide an 
advantage on natural or average-case 
inputs of NP-hard problems, as they are 
often much easier than worst-case in-
puts. This is also the subject of a cur-
rent experimental investigation by 
D-Wave and the research community.

LOCKING IN THE ADVANTAGE
So far we know quantum computers 
can solve factoring, simulate quantum 
mechanics, and compute knot invari-
ants exponentially faster than the best-
known classical algorithm. But how do 
we know these problems can’t be solved 
with your laptop? What if a faster classi-
cal algorithm exists, but algorithms de-
signers simply haven’t thought of it yet? 
Can we rule out this possibility?

Unfortunately, the short answer to 
this question is “no.” Ruling out the ex-
istence of efficient classical algorithms 
for such problems is an extremely diffi-
cult mathematical problem. In essence, 
this is difficult because infinitely many 
possible algorithms exist, essentially 

tum computer could break into cus-
tomers’ bank accounts, read encrypted 
emails, and interfere with online shop-
ping. Fortunately, there are some alter-
native cryptographic protocols, such as 
lattice-based cryptography, which may 
be immune to quantum attacks. Never-
theless, the development of quantum 
computers will radically change the na-
ture of cryptography.

Although the cryptographic applica-
tions of quantum computers are well 
advertised in the popular press, a po-
tential killer app of quantum comput-
ing, and one that is rarely mentioned, 
is the task of simulating quantum 
mechanics. This was part of the origi-
nal motivation for building quantum 
computers. In 1982, Feynman observed 
to simulate a quantum system of n 
particles, one needed to keep track of 
roughly 2n parameters. Therefore, he 
reasoned it might be difficult to simu-
late large quantum systems on classical 
computers. This has turned out to be 
true in practice as simulating complex 
quantum mechanical processes, such 
as protein folding, are extremely dif-
ficult. In practice, researchers use vari-
ous simplifications or approximations 
to quantum mechanics, such as den-
sity functional theory, to estimate their 
quantities of interest. However, these 
heuristic approaches work in limited 
cases. If quantum computers are built, 
this will allow us to simulate many 
quantum processes to high precision. 
These simulations would have many ap-
plications in pharmaceuticals, materi-
als science, and quantum chemistry.

Additionally, we believe quantum 
computers can provide an exponential 
advantage for more obscure problems, 
like computing certain topological in-
variants of knots. Strangely these prob-
lems have been shown to be complete 
for quantum computing. This means 
that any quantum computation can be 
recast as a problem of computing to-
pological knot invariants. However, it 
is unclear what the application of such 
results would be outside of knot theory.

Interestingly, we do not have evi-
dence that quantum computers will 
have an advantage solving NP-hard 
problems. An NP-hard problem is a 
problem for which one can efficiently 
verify the solution, but cannot neces-
sarily find the answer efficiently due 
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one for each computer program one 
could write. While it is obvious most 
computer programs one could write 
will not solve factoring, it is very diffi-
cult to argue none of those algorithms 
would work, or none of those that work 
would be efficient. It is impossible to go 
through them individually and figure 
out why they do not work, as doing so 
would take an infinitely long time.

In fact, if it can be proven that quan-
tum computers have an exponential ad-
vantage for any of these tasks, it would 
answer a major open problem in com-
putational complexity theory. An es-
tablished result is a classical computer 
using polynomial memory and exponen-
tial time can also solve any problem that 
can be solved by a quantum computer. 
Such an algorithm is called a PSPACE 
(polynomial space) algorithm, because 
it uses a reasonable amount of memory 
but an unreasonably long amount of 
processing time. Therefore, to prove 
quantum computers have an exponen-
tial advantage over classical computers, 
it would require proving a more efficient 
algorithm with a faster runtime could 
not solve any PSPACE problem. This is 
known as the P vs. PSPACE problem. 
Interestingly, this is an open problem, 
which is closely related to the P vs. NP 
problem. The latter problem carries a 
$1M prize from the Clay Mathematics 
Institute for its solution. 

Mathematicians have a long way to 
go before they can solve either of these 
problems. In particular, we know sev-
eral proof techniques, which are use-
ful in other areas of complexity theory, 
will not be able to resolve the P vs. NP 
problem, the P vs. PSPACE problem, or 
the problem of proving a quantum ad-
vantage. For instance, imagine a quan-
tum computer or a classical computer 
is given access to a subroutine, which 
computes some arbitrary function f in 
constant time. Each computer is pro-
vided access to this function, as an API, 
but has no control over how it is being 
solved in the back end. The strange 
thing is, there exist some functions f 
that render quantum computers and 
classical computers equally powerful 
in this setup. So any argument made 
that is independent of the APIs avail-
able cannot prove quantum computers 
are more powerful than classical com-
puters. This is known as the “relativ-

ization” barrier in complexity theory. 
Unfortunately, most arguments we 
know to prove separations in power are 
invariant under giving each computer 
access to the same APIs, so any proof of 
that form will not be able to resolve this 
problem. 

Since common proof techniques do 
not work for this problem, mathemati-
cians do not know where to begin to 
approach these problems. We do know 
how to prove some similar, but much 
weaker,  statements. For example, we 
can sometimes show algorithms with 
power A cannot be simulated by algo-
rithms with power B, but only when the 
power of A is drastically more power-
ful than B. Even these results are con-
sidered breakthroughs in the field. As 
a result, it seems there is no hope of 
definitively ruling out the possibility 
of classical algorithms for our applica-
tions of quantum computing—at least 
in the near future. Furthermore, it is 
not known solving the above problems 
in classical polynomial time would have 
any unexpected consequences in struc-
tural complexity theory, so we cannot 
base our belief in quantum advantage 
for these problems on other assump-
tions in complexity theory. It appears 
our quest to mathematically prove 
quantum advantage is at a dead end.

POTENTIAL NEXT STEPS
In the face of these obstacles, there 
are several approaches one can take 
toward establishing a quantum ad-
vantage. One approach is to dismiss 
the concerns of the previous section as 
merely theoretical. Rather than math-
ematically proving quantum advantage 
for these problems, one can simply try 

By harnessing the 
strange laws of 
quantum mechanics, 
quantum computing 
promises to provide 
an advantage 
over classical 
computation.

to build a quantum computer to solve 
very large instances of these hard prob-
lems. The hope is one will empirically, 
rather than theoretically, demonstrate 
a quantum advantage. For example, 
if an integer is factored with a quan-
tum computer, which is larger than 
what any classical computer has ever 
factored (e.g. the RSA 2048-digit chal-
lenge key), this would be an impressive 
experimental evidence of quantum ad-
vantage. 

While this is a long-term goal of the 
experimental quantum computing 
community, we cannot yet build quan-
tum computers that can factor large 
numbers, despite much experimen-
tal progress. So far we can only build 
prototype quantum devices, and the 
largest number ever factored by these 
prototypes using Shor’s algorithm is 
currently 21. So it seems an empirical 
demonstration of quantum advantage 
by factoring large integers is beyond 
our present experimental abilities. A 
natural practical question arises: What 
are these prototype quantum comput-
ers good for? Can we find some prob-
lems that can be solved with a small 
quantum computer, which still give an 
advantage over classical computation? 
Perhaps quantum advantage could 
then be empirically tested using our 
prototype quantum devices, before we 
are able to build bigger and better quan-
tum computers capable of factoring.

Another, seemingly opposite ap-
proach is to dig deeper into the realm 
of theory, and find different problems, 
which quantum computers have an 
advantage solving. The hope is that 
one may be able to base one’s belief of 
quantum supremacy on different com-
plexity-theoretic assumptions other 
than the hardness of factoring or simu-
lating quantum mechanics. Perhaps 
using this approach, one could provide 
new theoretical evidence for quantum 
advantage.

A NEW APPROACH:  
SHOWING QUANTUM  
ADVANTAGE FOR SAMPLING
Amazingly the two approaches men-
tioned have recently converged. It 
turns out by studying a different type 
of computational task, known as a 
sampling problem, one can establish 
quantum advantage on different theo-
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So far researchers can only prove such 
results under unproven mathematical 
conjectures. It seems very difficult to re-
move these sorts of assumptions from 
the proofs. But if one proves the con-
jectures, it would show that even noisy 
quantum devices have supremacy over 
classical devices for sampling tasks (as-
suming the widely-held generalization 
of P≠NP). 

CONCLUSION
Quantum computers are capable of per-
forming a number of tasks exponential-
ly faster than classical computation de-
vices. In the long term, we expect to find 
a quantum advantage for factoring and 
simulating quantum systems, which 
will fundamentally change cryptogra-
phy, biotechnology, quantum chemistry 
and materials science. However, math-
ematically proving quantum advantage 
is surprisingly difficult, and empirically 
demonstrating a quantum advantage 
for factoring is beyond our current ex-
perimental capabilities. In the near fu-
ture, we may have access to prototype 
quantum computers acting on a few 
tens of quantum bits. Rather than using 
these computers to factor integers, it is 
likely we will use them first to perform 
sampling tasks that show a quantum 
advantage over classical devices. These 
sampling tasks will be a stepping-stone 
on our way to unlocking the full power 
of quantum computation.
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retical grounds. Furthermore, these 
sampling problems might be easier to 
implement practically than factoring, 
and might lend themselves to experi-
mental implementation before we have 
better quantum devices that can factor. 
In short, one might be able to provide 
both stronger experimental evidence 
and further theoretical evidence of a 
quantum advantage. 

Sampling problems are entirely dif-
ferent from how we normally think 
of computation. Instead of asking for 
a particular output for every input, a 
sampling task asks you to sample from 
a particular probability distribution on 
outputs for every input. For example, a 
sampling task might be: Given a num-
ber x in binary, sample a random bina-
ry string that contains x as a substring. 
The basic idea is to consider what kind 
of probability distributions (rather 
than deterministic functions) can be 
sampled from with quantum comput-
ers. This is an entirely different notion 
of a computational task. 

Recently, research has shown quan-
tum computers can perform sampling 
tasks that classical computers cannot 
do. One can show these are impossible 
for classical computers, assuming a 
widely held conjecture in complexity 
theory known as the “non-collapse of 
the polynomial hierarchy” (a generaliza-
tion of the belief that P≠NP). As a bonus, 
often these sampling tasks can be per-
formed with weaker quantum comput-
ers that do not necessarily have the abil-
ity to factor, so they are particularly well 
suited to be performed by the prototype 
quantum computers we are able to build 
experimentally thus far. For example, 
the boson-sampling model of Aaronson 
and Arkhipov [3] can be implemented 
using linear optical quantum comput-
ers without interactions between the 
photons. In contrast, factoring with op-
tical quantum computers requires non-
linear interactions between the pho-
tons, which are difficult to implement. 
Similarly, the “Temporally Unstruc-
tured Quantum Computing” model of 
Bremner, Jozsa, and Shepherd [4] can 
be implemented using operations that 
commute with one another. These may 
be easier to implement in practice on 
superconducting qubit architectures. 
Both these models can perform sam-
pling tasks that are difficult for classi-

cal computers, and yet may be easier 
to implement than factoring. Even 
performing these tasks on small proto-
type quantum computers, with around 
20-40 quantum bits, would be beyond 
the capabilities of a laptop. In contrast, 
factoring 40-bit numbers can be per-
formed on a laptop.

Admittedly, these sampling tasks 
are less useful than factoring or sim-
ulating quantum mechanics. They 
sample from probability distributions, 
which do not help to solve any hard 
problems. However, their principal util-
ity lies in demonstrating quantum ad-
vantage from prototype quantum com-
puters, which will be constructed in the 
near future. Whatever these tasks are, 
they capture something that cannot be 
done with a classical computer.

There are some theoretical difficulties 
with this approach as well. To achieve 
the hardness of simulation results men-
tioned earlier, one has to consider the 
probability distributions output by per-
fect, noiseless quantum devices. But in 
practice, quantum computers are inher-
ently noisy, due to the presence of un-
wanted interactions between the quan-
tum computer and its environment. By 
using clever quantum error correcting 
codes, one can decrease the amount 
of noise such that it doesn’t affect the 
computation much. This residual noise 
is irrelevant for solving problems like 
factoring, but is much more trouble-
some for these sampling tasks. In fact, 
it is troublesome enough to foil the 
hardness results for the sampling tasks 
mentioned previously. To overcome this 
obstacle, a number of researchers have 
sought to prove hardness of simula-
tion under more realistic error models. 

It is widely 
expected quantum 
computers will not 
be able to solve 
NP-hard problems 
exponentially faster 
than classical 
computers.

http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=44&exitLink=https%3A%2F%2Fwww.youtube.com%2Fwatch%3Fv%3DCMdHDHEuOUE
http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=44&exitLink=https%3A%2F%2Fwww.youtube.com%2Fwatch%3Fv%3DCMdHDHEuOUE
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Programming  
Quantum Computers 
Using 3-D Puzzles, 
Coffee Cups,  
and Doughnuts
Programming a quantum computer is a task as  
baffling as quantum mechanics itself. But it now looks  
like a simple 3-D puzzle may hold the solution.

By Simon J. Devitt
DOI: 10.1145/2983545

(the threshold), error correction will 
correct more errors than it introduces, 
and a computation, no matter how 
large, will always be error free by intro-
ducing extra qubits.

The value of the fault-tolerant thresh-
old is determined by many factors: the 
QEC code utilized, the way error cor-
rection codes are constructed, and any 
physical restrictions of the quantum 
hardware, such as if qubits can be cou-
pled together arbitrarily or are inter-
actions restricted to a fixed geometry. 
Initial estimates were very unfavorable, 

A ndrew Steane, one of the pioneers of quantum computing, once quipped: “A 
quantum computer is an error correction machine—computation is just a 
byproduct.” Steane provides an extremely apt description of how any large-
scale active quantum technology will ultimately behave. Quantum information 

processing suffers from two disadvantages: Controllable quantum bits, or qubits, are 
extremely susceptible to noise from bad control or the external environment; and quantum 
algorithms are, by nature, exceedingly sensitive to errors. Even a single error during the 
execution of an algorithm can lead to, essentially, random output. 

Hence, quantum error correction 
(QEC) was quickly recognized as a ne-
cessity for any commercially viable 
computational or communications 
protocol, and the theoretical develop-
ment of error correction techniques is 
as old as the first architectural models 
for quantum computers. It is thanks 
to the work of researchers such as Pe-
ter Shor, Andrew Steane, Alexi Kitaev, 
and Robert Calderbank that QEC was 
developed in the mid 1990s. When 
combined with the principle of fault-
tolerant quantum computation, QEC 

leads to arguably the most important 
theoretical result in quantum comput-
ing: the threshold theorem. 

A quantum computation of arbi-
trary size can be completed successful-
ly with faulty qubits, with a polyloga-
rithmic resource overhead, provided 
that the physical error rate associated 
with each qubit and logic gate is below 
a maximum value, dubbed the fault-
tolerant threshold. 

What this theorem is basically say-
ing is provided the error experienced 
by each qubit is below a certain value 
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stabilizer operators. A quantum state 
|ψ〉 is stabilized by an operator K, such 
that K|ψ〉 = |ψ〉. A topological quantum 
code is defined by a set of these opera-
tors, which are defined locally. That is, 
they are defined over a small group of 
qubits that are near each other. Howev-
er, the encoded state defined by these 
operators has certain global proper-
ties. Logical operations, those that 
define the encoded qubit state, are de-
fined with respect to the entire state—
they cannot be defined locally. This is 
the essential nature of a topological 
code. Individual stabilizers used to 
perform error correction are defined 
locally, while logical information is de-
fined globally. 

As summarized by Paler et al. a two-
dimensional lattice of qubits (for the 
surface code), or a three-dimensional 
lattice of qubits (for the Raussendorf 
code) defines a unique quantum state. 
The eigenvalues of each of the stabi-
lizers associated with the lattices are 
measured in order to detect and cor-
rect for quantum errors that can occur 
due to imperfect physical qubits and 
gates. Information is encoded into this 
lattice through the creation of holes, or 
defects. These are regions of the lattice 
that have been deactivated by having 
qubits removed. By removing qubits, 
or deactivating certain parts of the 
lattice, degrees of freedom are intro-
duced into the quantum state that can 
be used to store and manipulate infor-
mation, which is protected from errors 
due to the properties of the remaining 
lattice—called the bulk. 

Interactions (quantum gates) in 
this model are enacted through an op-
eration called “braiding.” Braiding is 
the perturbation of defects such that 
they “move” through the lattice as it 
evolves in time, and wrap around each 
other like a tangled ball of string. An 
example of a large topological circuit 
that enacts a set of logical gates on en-
coded qubits, in a fault-tolerant way, 
is illustrated in Figure 1. The spatial 
cross section is illustrated, as well as 
the temporal axis. The spatial cross 
section defines the number of qubits 
used in the surface code while the 
temporal axis defines how defects are 
created and manipulated over time. 
In the Raussendorf model, all three 
dimensions of the lattice consist of 

with thresholds for the Steane code, 
and other models, of the order of 0.01 
percent. However, this has improved 
dramatically with the development of 
topological models of QEC [1]. These 
exhibit fault-tolerant thresholds ap-
proaching 1 percent for models such as 
the surface code and the Raussendorf 
code. These codes are also much more 
amenable to physical implementation, 
as they are defined on a two-dimension-
al (surface code) or three-dimensional 
(Raussendorf code) array of nearest-
neighbor interacting qubits. 

The high fault-tolerant thresh-
old, the nearest-neighbor nature of 
these topological codes, and the way 
in which quantum algorithms are 
implemented have resulted in them 
becoming the preferred technique 
for large-scale quantum computing 
architectures. Essentially, all major 
physical system are now targeting ei-
ther the surface code or the Raussen-
dorf code for their architectures, and 
physical systems such as ion traps and 
superconducting qubits are now dem-

onstrating gate and qubit error rates 
either at, or below, the fault-tolerant 
threshold. It is becoming increasingly 
probable that a functional, commer-
cial quantum computing system will 
be build using topological QEC as the 
fundamental computational model. 

In the current issue of XRDS, Paler 
et al. have compiled a review that de-
tails how both computation and error 
correction is performed in topological 
QEC models. This article continues 
that discussion, and examines both 
the structure of a topological quantum 
circuit and how these circuits will ulti-
mately be optimized and implemented 
on a real world quantum computer. 

TOPOLOGY:  
COFFEE CUPS AND DOUGHNUTS
Topology, unsurprisingly, plays a cru-
cial role in the function and operation 
of topological quantum error correc-
tion. As with, essentially, all QEC codes 
that are considered implementable 
on large-scale hardware, topological 
quantum codes are defined in terms of 

Figure 1. Canonical topological quantum circuits.

In each figure we illustrate a quantum circuit (written in the standard pictorial 
form) and the corresponding un-optimized topological quantum circuit.  
Each circuit can be measured in terms of volume. The temporal axis is defined 
as the temporal evolution of this structure as the computation proceeds.
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circuit volumes in terms of plumbing 
pieces allows us to directly calculate 
the total number of qubits, and the 
computational time. For the surface 
code, the plumbing piece requires a 
total of Q = 25d2/4 + 5d + 1 qubits and 

physical qubits, which are sequentially 
measured along the temporal axis. 
Measurements are used to define and 
manipulate the defects through tele-
portation along this temporal axis of 
the Raussendorf code. 

These structures are topological 
in nature and, hence, standard defi-
nitions of topology apply. The nature 
of a topological space is that it is pre-
served through operations known as 
continuous deformation. Continuous 
deformation is where a structure is 
stretched or bent without being cut or 
glued together at any point. The quint-
essential example of this is the topo-
logical equivalence between a coffee 
cup and a doughnut shown in Figure 
2a. Simply by stretching and bend-
ing, the coffee cup can be converted 
to a doughnut, and vice versa. As each 
structure has only a single hole, they 
are topologically equivalent. 

Therefore, a quantum program is, 
literally, defined and described by a 
puzzle. This puzzle can be shaped, 
stretched, and molded to change the 
physical resources needed by a quan-
tum program without changing the 
program itself.

MEASURING AND BENCHMARKING 
QUANTUM CIRCUITS
In order to derive relevant metrics 
when constructing, compiling, and op-
timizing topologically error-corrected 
circuits we need to understand how 
a circuit relates to the number of qu-
bits and the physical computational 
time when they are implemented [2]. 
Regardless of whether we are talking 
about the surface code or the Raussen-
dorf lattice, the relationship between 
a topological circuit and physical re-
sources is identical. The fundamental 
unit of measure is illustrated in Figure 
2b. A “plumbing piece” of a topologi-
cal quantum circuit is a three-dimen-
sional cubical volume that has an edge 
length related to the desired strength 
of the underlying quantum code. For 
a distance d code, sufficient to correct 
up to t = (d–1)/2 errors, this plumbing 
piece has an edge length containing 
5d/4 plaquette cells for the surface 
code, or 5d/4 cells in the Raussendorf 
lattice. At the center of this plumbing 
piece is the defect, which has a circum-
ference of d plaquettes. Figure 2b illus-

trates an example for d = 4. The plumb-
ing piece gives a scale independent 
factor to allow us to measure topologi-
cal quantum circuits without having 
to specify the strength of the underly-
ing error correction. Using topological 

Figure 2. How to optimize topological quantum circuits. 

Figure a represents the topological equivalency of a coffee cup and a doughnut. 
Figure b illustrates a “plumbing piece,” the basic unit of measure for a 
topological quantum circuit. Increasing the error correction code required 
more physical qubits for each pluming piece. Figure c shows how topological 
deformation can be used to reduce the volume and, hence, physical resources, 
without changing its information processing properties.

(a)

(b)

(c)
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canonical form in the topological 
model, prior to further resource op-
timization.

The conversion of a higher level cir-
cuit to a canonical topological form is 
a complicated but well-defined proc-
ess, and researchers have designed 
several software packages to perform 
this task.

In Figure 1 we illustrate several 
examples of a canonical topological 
form and the quantum circuits they 
are derived from. Each of the circuits 
shown are known as “magic state 
distillation circuits” and are used to 
enact certain gates that require high-
fidelity ancillary states. Each of these 
circuits have a corresponding volume 
and, hence, can be used to estimate 
physical resources. 

TOPOLOGICAL OPTIMIZATION
The next crucial step in the design 
stack for error-corrected quantum 
circuits is topological optimization. 
This also happens to be the most 
underdeveloped area of the stack. 
Almost all other elements have been 
completely understood, or are being 

T = 5d/4 steps. Each step is defined as 
a syndrome extraction circuit for both 
bit-errors and phase-errors. For the 
Raussendorf lattice, a plumbing piece 
requires a total of Q=  6d3 + 9d2 + 3d  
qubits. For a larger topological circuit, 
we can use their volume to first calcu-
late the required strength of error cor-
rection d to ensure no logical errors oc-
cur during implementation, and then 
calculate the total number of resourc-
es needed by converting the volume to 
physical qubit numbers and computa-
tional time. 

This method of designing quan-
tum programs is very useful, as we do 
not need to redesign anything about 
the actual quantum hardware when 
we change the quantum program. 
We just need to make sure we have 
enough qubits to do the job.

CONSTRUCTING AND COMPILING 
INITIAL TOPOLOGICAL CIRCUITS
Before a given computation can be 
suitably optimized in the topological 
formalism, quantum circuits need to 
be compiled and constructed from 
the original algorithmic specification. 

Figure 3 illustrates the broad struc-
ture of the compilation stack needed 
for an arbitrary algorithm. The stack 
is partitioned into several stages:

1.	 Algorithm to circuit. A quantum 
circuit, consisting of single, two, and 
three qubit gate primitives, is derived 
from the abstract algorithm. This cir-
cuit can be optimized for depth and 
number of qubits. 

2.	 Circuit to fault-tolerant primi-
tives. The abstract circuit is further 
decomposed into gate sets that have 
well defined fault-tolerant imple-
mentations in the topological code. 
Again, optimizations can occur at 
this level

3.	 Fault-tolerant circuit to ICM 
form. The circuit consisting of fault-
tolerant gate primitives is then con-
verted to a form called initialization, 
controlled-not, measurement (ICM). 
This allows us to build in appropriate 
auxiliary protocols needed before ex-
plicitly converting them to a topologi-
cal implementation.

4.	 Canonical topological form. 
Once written in ICM form, the circuit 
can be converted to an un-optimized 

Figure 3. Offline compilation and optimization stack.  

The conversion of an abstract, high-level quantum algorithm to an un-optimized 
topological form. What is addressed in this review is the third level, which corresponds to 
topologically compacting a given circuit specification prior to hardware implementation. 
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but difficult, problems by utilizing 
the computing capacity of the general 
public. This technique, sometimes 
referred to as “citizen science,” was 
pioneered by projects such as FoldIt 
(which aimed to find the three-dimen-
sional structure of biological proteins 
given their constituent sequence of 
amino acids), and Eyewire (designed to 
map neural connections in the retina), 
and has achieved significant success. 

Given the relatively simple 3-D 
puzzle structure of topological quan-
tum circuits, and the simple success 
metric of minimal physical volume, 
we have tried the same approach. An 
initial prototype of a platform we have 
dubbed meQuanics (www.mequanics.
com.au), designed to convert the to-

heavily researched, including effi-
cient methods for circuit construc-
tion and optimization and fault- 
tolerance. Although it has received 
little attention, there are strong rea-
sons to believe topological optimiza-
tion may result in some of the largest 
resource savings if implemented well. 

The basic principal is illustrated 
in Figure 2c. The canonical circuit be-
gins with a volume of V = 192 plumbing 
pieces. In the same way as a coffee cup 
can be deformed topologically into a 
doughnut, we can slowly compact the 
physical three-dimensional volume of 
the circuit without altering its compu-
tational function. There are some addi-
tional rules not related to continuous 
deformation, and unique to the com-
putational model (such as “bridging”) 
that can be used to reduce the physical 
volume of a topological circuit signifi-
cantly. After many steps (not illustrat-
ed), the final volume of the topologi-
cal circuit is reduced to V = 18, over an 
order of magnitude smaller than the 
original canonical form. This amount 
of optimization is indeed significant. 
For a surface code quantum computer, 
the number of qubits required for im-
plementation can be reduced by orders 
of magnitude by simply compressing 
these structures. 

However, two theoretical questions 
still remain unanswered. 

The first is to provide a lower bound, 
or exact definition for optimality, for a 
topological circuit. While we can com-
press, we do not have a condition for op-
timality given the original circuit speci-
fication. The second question concerns 
the classical complexity of the algo-
rithm required to find this optimal so-
lution. While this problem does appear 
closely related to the three-dimensional 
bin packing problem, which is known 
to fall into the complexity class of NP-
hard, there are small differences in the 
topological QEC model that may imply 
that these two problems do not directly 
map on to each other. It is still possible 
optimization of topological quantum 
circuits may be provably and classically 
efficient to calculate. 

Circuits that have been currency 
compacted have been done so manu-
ally. This is obviously not a viable 
approach for large-scale implemen-
tations of error-corrected quantum al-

gorithms. There have been very small 
steps to try and build automated to-
pological optimization packages, but 
these have, so far, only illustrated the 
potential difficulties in creating the 
required software. Being able to opti-
mize even moderately large quantum 
circuits will not be possible without 
automated software, and it appears 
as though techniques in machine 
learning and artificial Intelligence 
may be required to provide resource 
efficient solutions. 

THE QUANTUM COMPUTER GAME 
The approach we recently took to ad-
dress this problem was inspired by 
projects in the biological sciences that 
attempt to solve scientifically useful, 

Figure 4. Current assets for the prototype client of meQuanics. 

Shown here is a current screenshot from the meQuanics client [www.mequan-
ics.com.au], and some digital assets that will be used for the final game client.

http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=49&exitLink=http%3A%2F%2Fwww.mequanics.com.au
http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=49&exitLink=http%3A%2F%2Fwww.mequanics.com.au
http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=49&exitLink=http%3A%2F%2Fwww.mequanics.com.au
http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=49&exitLink=http%3A%2F%2Fwww.mequanics.com.au
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niques of classical software engineer-
ing. The fact that these problems are 
not intrinsically “quantum” in nature 
will make it easier for those without 
explicit training in quantum physics to 
get involved and make important con-
tributions in this arena.

Quantum information technology 
is currently experiencing a second 
renaissance in advancement and in-
vestment from both the public and 
private sectors. As such, there is con-
sensus amongst experts that it is no 
longer a question of if a large-scale 
quantum computer can be built, but 
when. The quantum revolution has 
the potential to be as significant as 
the digital revolution of the 20th cen-
tury, and there is now a worldwide 
race to be the first to show a com-
mercial advantage in deploying large-
scale computers, communication 
networks, sensors, and other active 
quantum technology. We stand at the 
cusp of an exciting new age in com-
puting, with a significant laundry list 
of problems to interest pioneers. 
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pological optimization problem into 
a simple 3-D puzzle game, has been 
released online. Designed for touch-
based platforms such as smartphones 
and tablet devices, meQuanics creates 
an online social media environment 
where the general public can compete 
and collaborate to find small volume 
solutions to various quantum sub-cir-
cuits, which are critical for large-scale 
quantum computation. 

While it is conceivable users can 
derive compact solutions that are sig-
nificantly smaller than solutions we 
currently have, the primary goal is not 
the solutions but rather the process in-
dividual players use to generate these 
solutions. It is well known within the 
machine learning and AI community 
that the success of these techniques 
requires a database of information 
that the machine system can use to 
learn. While for many problems there 
is an existing database of material that 
can be utilized (such as the AlphaGo 
platform of the DeepMind project at 
Google), for this particular problem 
there are, essentially, no previous ex-
amples that we can use to train an ap-
propriate automated program. 

While the prototyping stage has 
demonstrated proof-of-principle cli-
ent, there is still significant develop-
ment required. The most important 
goal is to create a game that is compet-
itive in the larger marketplace of mo-
bile and touch-based games. While the 
novelty of a game that is very closely 
related to quantum computing devel-
opment may induce a large number of 
users to try it out, long-term retention 
of gamers is required to generate the 
necessary data sets for the project to 
be successful. 

Gameplay and social interaction in 
meQuanics is now a major focus of de-
velopment. The basic narrative is there 
is an interstellar race, where each ship 
is powered by a quantum computer. 
By minimizing the volume of puzzles, 
players increase their speed and ulti-
mately win over other players working 
on the same problem. The online inter-
action environment is being designed 
under the assumption that each cli-
ent continuously updates information 
to central servers informing us how 
players are tackling problems. Indi-
vidual players can take a continuously 

expanding solution tree, which begins 
from a specific canonical circuit struc-
ture, and either improve on other play-
ers solutions or backtrack and proceed 
down a different pathway that could 
lead to better solutions. Elements of 
the social media and gameplay envi-
ronment are illustrated in Figure 4. 

THE FUTURE
Future prospects on the software com-
ponent of large-scale quantum technol-
ogies is promising. Not only is there a 
vast amount of unsolved problems that 
can be addressed, even by researchers 
not heavily trained in quantum phys-
ics, but the theoretical similarities 
of essentially all major experimental 
hardware models implies software so-
lutions are applicable to all systems. 
This is now evident from the founding 
of four private startups exclusively fo-
cused on the software component of 
quantum technology: QxBranch (www.
qxbranch.com.au), 1Qbit (www.1Qbit.
com), QCware (www.qcware.com), 
and Cambridge Quantum Computing 
(www.cambridgequantum.com).

While each element of the software 
compilation stack has been addressed 
at some level, a functional quantum 
computer will require a completely in-
tegrated set of classical software com-
pilation and optimization packages. 
The expertise of the classical software 
engineering community will be vital 
to this. While physicists may be the ex-
perts in building quantum hardware, 
efficient and reliable software control 
will probably be developed by those al-
ready well versed in the advanced tech-

Quantum error 
correction (QEC)  
was quickly 
recognized as a 
necessity for any 
commercially viable 
computational or 
communications 
protocol.

http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=50&exitLink=http%3A%2F%2Fwww.qxbranch.com.au
http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=50&exitLink=http%3A%2F%2Fwww.qcware.com
http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=50&exitLink=http%3A%2F%2Fwww.cambridgequantum.com
http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=50&exitLink=http%3A%2F%2Fwww.qxbranch.com.au
http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=50&exitLink=http%3A%2F%2Fwww.1Qbit.com
http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=50&exitLink=http%3A%2F%2Fwww.1Qbit.com


Connect with our
Community of Reviewers

www.computingreviews.com

ThinkLoud

“I like CR because it covers the full 
spectrum of  computing research, beyond the 
comfort zone of  one’s specialty. I always 
look forward to the next Editor’s Pick to get 
a new perspective.”

- Alessandro Berni

http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=51&exitLink=http%3A%2F%2Fwww.computingreviews.com


52

feature

X R D S  •  F A L L 2 0 1 6 •  V O L . 2 3 •  N O . 1

Black Holes  
and the Limits  
of Quantum 
Information 
Processing
The densest memories and the fastest processors imaginable on 
computers located billions of light-years away

By Brian Swingle
DOI: 10.1145/2983549

width of a proton. At such tiny dis-
tances, the world is fundamentally 
quantum. In fact, in the future, LIGO 
plans to use a quantum effect known 
as “squeezing” to make even more pre-
cise measurements. Like the advent of 
gravitational wave astronomy, these 
achievements can be framed as part of 
a new era of quantum information pro-

A black hole is region of space where gravity is so strong not even light can escape. 
Since nothing moves faster than light, observers who fall into a black hole can never 
return. As regions of intense gravity, black holes are crucial in physicists’ attempts 
to unify gravity and quantum mechanics. For these reasons, achieving a better 

understanding of black holes is a major long-term goal of physics research.
For the first time in human history on September 14, 2015, the Laser Interferometer 

Gravitational-Wave Observatory (LIGO) directly detected gravitational radiation—ripples 
in the fabric of spacetime—arriving at Earth from a binary black hole merger, an event of 
cataclysmic proportion occurring a billion light-years away [1]. The discovery reminded 

us all of the excitement and mystery of 
black hole physics. 

Theoretical calculations of the 
merger using Einstein’s general theo-
ry of relativity match the experimental 
observations quite well. So it is fair to 
say, the fundamental rules of classical 
black hole dynamics are reasonably 
well understood. Nevertheless, this 

beautiful experiment has given birth 
to a new era of gravitational wave as-
tronomy, and promises to teach us 
much about classical black hole phys-
ics that we do not yet know.

To make this incredible discovery, 
LIGO had to measure the relative mo-
tion of mirrors four kilometers apart 
to a precision of one thousandth the 
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On the non-gravitational side 
are certain kinds of quantum field 
theories called conformal field theo-
ries (CFT)—cousins of the standard 
model of particle physics—which 
can be regarded as more-or-less con-
ventional quantum systems. On the 
gravitational side is a theory of fluc-
tuating “quantum geometry” (and, 
in cases we understand, ultimately 
a string theory). The duality is called 
holographic because the gravitational 
theory emerges from a lower dimen-
sional non-gravitational theory analo-
gous to the way 2-D holograms encode 
information about a 3-D image. 

Returning to the soup can anal-
ogy, it is useful to think of non-gravi-
tational theory as living at the bound-
ary of spacetime, while gravitational 
theory lives in the bulk of the space-

cessing in which we harness quantum 
physics to define and manipulate in-
formation in fundamentally new ways.

A natural question then arises: Is 
there a quantum description of the 
black hole itself? This is the much pub-
licized problem of unifying classical 
gravity and quantum physics, yet the 
standard answer is no. For the kinds 
of black holes detected by LIGO, a sat-
isfactory quantum description still 
eludes us. However, within the theoret-
ical study of quantum gravity, it is use-
ful to consider more general kinds of 
black holes, starting with a candidate 
quantum description for a special type 
of black hole. These special black holes 
are called black holes in Anti-de Sitter 
space (AdS). 

In the expanding universe in which 
we live, it is easy to lose energy and in-

formation. For example, when electro-
magnetic waves fly off into the void at 
the speed of light. By contrast, Anti-de 
Sitter space acts a like a box, keeping 
energy and information from running 
away to infinity. Thus, AdS serves as a 
particularly simple model in which to 
study quantum gravity.

To describe black holes in AdS we 
use powerful mapping known as holo-
graphic duality, or AdS/CFT, discovered 
in the ‘90s by Juan Maldacena. This 
mapping makes the following remark-
able claim: Certain quantum theories 
of gravity in asymptotically Anti-de Sit-
ter space are equivalent to certain oth-
er quantum theories without gravity 
in one less spacetime dimension. This 
mapping is loosely analogous to a soup 
can—the label on the outside tells you 
the contents inside.

http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=53&exitLink=http%3A%2F%2FShutterstock.com
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that perturbation by quickly return-
ing to an equilibrium state. Because 
the black hole has mass (energy) M 
and entropy S, it is also possible to as-
sign it a temperature T = ∂S

∂M. In terms 
of this temperature, the time for the 
black hole to “forget” the perturba-
tion is:

t1 ≈ 
T

This time, determined just by Planck’s 
constant and the temperature, is a 
fundamental time scale of any hot 
quantum system. However, the black 
hole does not really forget the infor-
mation in the perturbation. Instead, 
the information is rapidly spread 
over the entire black hole so that it 
becomes inaccessible to any simple 
measurement—like a memory that 
stores information in a very compli-
cated and difficult to read form. This 
process of information spreading is 
called “scrambling.” 

Shenker and Stanford, building on 
work of Sekino and Susskind, used the 
holographic dictionary to show black 
holes scramble in time;

t2 = 
2πT

 logS 

The scaling of t2 with the entropy S 
can be understood as a kind of infec-
tion process. Information begins lo-
calized in a single bit. Then, roughly 
every t1 seconds, each bit carrying 
some part of the information inter-
acts with another bit. Such an inter-
action typically spreads the informa-
tion, first to two bits, then to four, 
then to eight, and so on. The number 
of bits carrying the information after 
n such interactions is of order 2n. So 
the total time required to spread in-
formation over S bits is approximately 
t2. Furthermore, the pre-factor in the 
scrambling time is precise and satu-
rates a bound proven by Maldacena, 
Stephen H. Shenker, and Douglas 
Stanford. Thus, black holes are indeed 
the fastest scramblers allowed by na-
ture.

So far we know black holes are the 
densest memories, they forget pertur-
bations rapidly, and ultimately scram-
ble their information as fast as pos-
sible. But what happens to the black 
hole once its information is fully 

time. The emergent bulk dimension 
is often called the “holographic direc-
tion,” or the “radial direction.” The 
conformal field theory is commonly 
called “the boundary,” while gravity 
theory is called “the bulk.” Expressed 
in this language, the key physical 
idea is this: If we can understand how 
to formulate a bulk quantum gravity 
question using boundary language, 
then we can use the standard rules of 
quantum physics on the boundary to 
answer the bulk question. Thus, we 
have a candidate theory of quantum 
gravity provided by this “holographic 
dictionary” plus the usual rules of 
quantum physics.

The holographic dictionary is 
analogous to the following scenario. 
Suppose someone poses you a hard 
question in Japanese, but you only 
speak English. You could learn Japa-
nese to answer this hard question, 
but the question is quite complex and 
there aren’t any good teachers avail-
able. Another way would be to trans-
late the question, word by word, into 
English using the fixed rules for going 
between English and Japanese, an-
swer the resulting English question, 
and then translate it back to Japa-
nese. Quantum gravity theory is like 
a language we do not yet speak, and 
the holographic dictionary is a way to 
translate hard questions in this un-
known language into a language we 
do speak—the language of ordinary 
quantum physics. In fact, in quan-
tum gravity research we face the even 
harder problem of finishing the in-
complete dictionary as we go.

The question then becomes, what 
does the holographic dictionary have 
to say about black hole physics? The 
physics of quantum information, 
which we briefly encountered earlier, 
is actually crucial to understanding 
black holes in AdS. Indeed, we will see 
that black holes appear to be extreme 
quantum information processors, 
manipulating elementary quantum 
bits, or “qubits,” at the limits imposed 
by nature. The hope is viewing black 
holes as extreme information proces-
sors may guide us toward an exten-
sion of our theory of quantum gravity 
to more general kinds of black holes.

Let’s begin with information stor-
age. If a black hole is to process infor-

mation, then it must have a memory. 
Classical black holes “have no hair” 
and, hence, do not appear capable of 
storing much information. However, 
Bekenstein showed black holes have en-
tropy. (Entropy is a measure of the num-
ber of internal states of the black hole, 
that is, the maximum number of bits of 
information the black hole can store.) 

Bekenstein and Hawking showed 
entropy S is proportional to the area A 
of the black hole, with the constant of 
proportionality given by fundamental 
constants—Planck’s constant , the 
speed of light c, and Newton’s con-
stant G:

S = 
c3A
4G

This is the first clue to the holo-
graphic nature of gravity: Hot ordinary 
matter has entropy proportional to its 
volume, but a black hole only has en-
tropy proportional to its area. Hence, 
it may be described by some effectively 
lower dimensional information.

Now, one may object that if ordi-
nary matter has entropy proportional 
to volume, and black holes only have 
entropy proportional to area, can’t 
we create a sufficiently dense memo-
ry made of ordinary matter that has 
more entropy than the corresponding 
black hole? This strategy, however, 
fails. If we tried to make such a high 
density memory, we would need to 
stuff so much energy into such a small 
region that the whole thing would col-
lapse to form a black hole. So, remark-
ably, not only can black holes store 
information, they have the densest 
possible memories.

Information storage is only the 
start. Black holes also rapidly proc-
ess their quantum information. If 
you poke a black hole, it responds to 

Black holes 
are the most 
extreme quantum 
information 
processing devices  
in nature.
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d Complexity
dt

 ≤ 2M
π

Our conjecture is similar in spirit to an 
early proposal due to Seth Lloyd.

Thus, it may be that black holes 
are the densest memories, the fastest 
scramblers, and the most rapid com-
plexifiers among all quantum infor-
mation processing devices in nature. 
This suggests a new general principle 
of quantum black hole physics: Black 
holes are the most extreme quantum in-
formation processing devices in nature.

Is there a metatheory that explains 
why black holes have all these proper-
ties? Why are concepts like entropy 
and complexity, and other ideas from 
the physics of quantum information 
at all relevant for understanding the 
emergence of spacetime and the phys-
ics of black holes? In the concluding 
paragraphs I will present a speculative 
answer to these questions.

We begin by trying to understand 
how to constructively generate the 
holographic dimension, given only 
boundary degrees of freedom. Some 
years ago I introduced an approach 
based on the physics of entanglement 
in the boundary state [3]. Entangle-
ment is another aspect of quantum in-
formation. It is a special kind of quan-
tum correlation that makes it possible 
to know the state of the whole system 
perfectly, yet be entirely ignorant of 
the state of the parts. To connect to 
our earlier discussion, scrambling can 
be viewed as a process of entangle-
ment generation.

scrambled up? Outside the black hole 
nothing much appears to happen, but 
inside it is a different story. Classi-
cally, observers who fall into a black 
hole cannot come back to report what 
they saw, but the holographic diction-
ary still asserts that an interior exists, 
and makes it possible to ask about its 
holographic interpretation.

Figure 1a shows the spacetime de-
scribing a black hole formed from col-
lapsing matter (blue shell) in AdS. This 
diagram, called a Penrose diagram, is 
a representation of the causal relation-
ships in the black hole geometry. The 
rules are that light moves on diagonal 
lines, and nothing moves faster than 
light. So, for example, nothing can get 
out of the black hole because the hori-
zon (the dashed diagonal line in Figure 
1a) is effectively moving away at the 
speed of light.

Long after the information about 
the black hole’s initial condition is 
fully scrambled, the interior of the 
black hole continues to grow. There is 
actually an infinite amount of space 
in the grey interior region in Figure 
1a; the Penrose diagram distorts the 
infinite space by squishing it all into 
a finite picture. A simple measure of 
the black hole interior is the size of 
the spacetime region shown in Fig-
ure 1b (the Wheeler-DeWitt patch) as 
a function of time (which increases 
upward in Figure 1). One finds this 
size increases linearly with time for 
apparently arbitrarily long times. 

What is the holographic dual of 
this growth? Leonard Susskind, 
building on work of Thomas Hartman 
and Maldacena, proposed the growth 
of the black hole interior is dual to the 
growth of complexity in the boundary 
state. Here complexity means “circuit 
complexity” or the minimum number 
of elementary quantum operations, 
generalizations of operations like 
NOT and XOR, needed to create the 
state of interest from a standard refer-
ence state. 

Building on this work, my col-
leagues and I recently proposed a new 
entry in the holographic dictionary [2]: 
complexity equals action;

Complexity = 
Action

π

Action refers to the integral of the fa-

mous Einstein-Hilbert Lagrangian 
over the Wheeler-DeWitt patch shown 
in Figure 1b. Complexity is, again, the 
circuit complexity of the boundary 
quantum state, with some choice of 
the set of elementary operations.

We showed action grows linearly in 
time and measures the size of the black 
hole interior. Furthermore, we were in 
for a surprise when we computed the 
rate of increase of action; the time de-
rivative of the action was always twice 
the mass for black holes of any size and 
in any dimension:

d Action
dt

 = 2M

This universality of action growth, 
along with our proposal that complex-
ity equals action, led us to conjecture 
black holes generate complexity as fast 
as possible:

Black holes appear to 
be extreme quantum 
information 
processors, 
manipulating 
elementary quantum 
bits, or “qubits,” at 
the limits imposed 
by nature. 

Figure 1. (a) A spacetime diagram of a black hole formed from collapsing matter. 
Light moves along 45 degree lines in the diagram. (b) The region of spacetime 
whose action is proposed to give the complexity of the quantum state.
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radical direction

CFT space (previously suppressed)

geometric degrees of freedom. Part 
of the network is associated with en-
tanglement, and part of the network 
is associated with the growth of com-
plexity, although, there is no sharp 
distinction. To observers living in the 
bulk, the geometry is locally the same.

To summarize, one of the main open 
questions in physics is a theory of quan-
tum gravity. For a special kind of black 
hole, we have the start of such a theory. 
This theory involves the new field of quan-
tum information science in an essential 
way. Weird properties of quantum bits, 
such as entanglement, seem to play an 
important role in black hole physics, and 
the emerging picture is black holes are 
extreme processors of information. The 
reason why these concepts are relevant to 
black hole physics may be that spacetime 
itself can viewed as recording the history 
of some quantum computation.

 Can these ideas be experimentally 
tested? Remarkably, the answer is yes. 
Recall we began with the assertion 
that theories of gravity could be exactly 
equivalent to theories without gravity. 
These non-gravitational theories are of 
a type that we could, in principle, arti-
ficially engineer in the lab. In fact, early 
versions of these experiments may be 
just around the corner [4]. Hopefully, 
the preceding discussion has convinced 
the reader that when these experiments 
do happen, we will be ready to test our 
theories of quantum black holes, and to 
learn about the fundamental limits on 
quantum information processing.
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Perhaps, just as there is a dynami-
cal process underlying the growth of 
the black hole interior, so too is there 
a dynamical process that builds up the 
initial state of boundary from simple 
elements. This process would, in effect, 
build up the entanglement present in 
the state scale-by-scale as shown in Fig-
ure 2. In this interpretation of the bulk, 
the radial direction corresponds to an 
increasingly coarse-grained descrip-
tion of entanglement in the boundary. 

In the quantum information com-
munity, a picture like Figure 2 is called 
a tensor network. It is a precise math-
ematical recipe for building up the 
quantum state of interest from simple 
operations, analogous to our discus-
sion of complexity.

Furthermore, it is a general rule 
of tensor networks that entropy is 
proportional to area, just like for 

black holes. I, therefore, proposed 
entanglement could be viewed as the 
fabric of spacetime [3]. The tensor 
network is interpreted as the micro-
structure of spacetime with the en-
tangling links of the network gluing 
the points together. 

However, entanglement can only be 
part of the entire story. This is because 
we stipulated scrambling had already 
occurred and no more entanglement 
was being generated, yet the black 
hole interior grows at late time. Thus 
we need a new part of the network as 
shown in Figure 3.

Figure 3 suggests the following 
general idea: Spacetime is a coarse-
grained quantum computational his-
tory. More precisely, spacetime emerg-
es as a coarse-grained description of 
the quantum information processing 
taking place among microscopic, non-

Figure 2. A tensor network schematic of the entanglement structure of the quantum 
state. In this hierarchical network, each layer corresponds to a particular degree of 
coarse-graining of the system.

Figure 3. A tensor network schematic of the growing black hole interior. The exterior 
part of the network encodes entanglement, while the interior part encodes the 
growth of complexity.
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What happens to undecidability in  
the quantum computing paradigm?
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past few decades, and his particular 
construction of embedding quantum 
computation into a physical system re-
mains essentially unchanged to date.

COMPUTATIONAL HISTORY  
STATE HAMILTONIANS
What Feynman described is now 
widely known as a so-called “history-
state Hamiltonian” H. Referring to 
the fact that a Hermitian operator H 
encodes in its lowest eigenvector a 
superposition over all the time steps 
of the computation. More formally, 
we work with a multipartite Hilbert 

T here are few papers as influential for a field of research as Richard Feynman’s 
“Quantum Mechanical Computers,” published in Optics News in 1986 [1] when 
he was working as a professor of theoretical physics at the California Institute of 
Technology. As part of an on-going effort to understand the physical limitations 

inherent to computing, Feynman constructed a physical system that—as a proof-of-concept— 
could carry out universal classical computation while obeying the laws of quantum 
mechanics, in particular reversibility. A motivating factor was any irreversible operation must 
necessarily be accompanied by heat generation due to the intrinsic change of entropy, which 
is also known as the Landauer limit: An AND-gate destroys one bit of information and thus 

changes the entropy of the computa-
tion state by ln 2. From a thermody-
namics perspective, losing informa-
tion about a system means losing the 
ability to extract work from it. There-
fore, to operate this gate, a computer 
running at temperature T has to ex-
pend a free energy of kB T ln 2, where 
kB denotes Boltzmann’s constant (ap-
proximately 1.38×10–23 Joules/Kelvin, 
so at room temperature kB T ln 2 is 
roughly half the energy of a single Hy-
drogen bond). In contrast, Feynman’s 
quantum computer can in principle 
run with essentially zero heat dissi-

pation, since it does not destroy any 
information.

In the early 1980s, computers could 
just about perform a few 109 floating 
point operations per second, and each 
logical operation dissipated around 
1010 kB T units of energy—10 orders of 
magnitude above the Landauer limit. 
Feynman thus joked: “The question 
is academic at this time. … Such non-
sense is very entertaining to profes-
sors like me. I hope you find it inter-
esting and entertaining also.” 

His entertaining idea has spawned 
vast amounts of research over the 
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computation at time t. One can show 
that the Hamiltonian:

H = 
T

∑
t = 2

t – 1〉〈t – 1⊗id+t〉〈t⊗id–t〉〈t – 1⊗Ut 
–t – 1〉〈t – 1〉〈t⊗Ut

†

achieves this. It resembles a lazy ran-
dom walk along the time direction 
of the computation: For some state, 
ψ〉=t〉⊗φ〉, its action is Hψ〉 = t〉⊗φ〉 
– t + 1〉⊗Ut+1φ〉– t – 1〉⊗Ut

†|ϕ>, where 
Ut

† denotes the conjugate transpose 
of Ut, i.e. the inverse gate. The ground 
state of H is then the stationary dis-
tribution of an unbiased walk on the 
vertices {1,…,t}, i.e. Ψ〉. The φ〉 can 
be enforced to be some valid initial 
configuration for the computation by 
adding a local Hamiltonian, project-
ing on invalid states and thus giving 
them an energy penalty.

This idea led to a series of interest-
ing results. Alexei Kitaev [2] proved 
deciding whether the ground state 
of such a Hamiltonian is below some 
threshold α, or above β, is a complete 
problem for the complexity class 
QMA—the quantum analogue of NP 
(meaning that witness and verifier 
are a quantum state and quantum cir-
cuit, respectively, and accepting and 
rejecting are probabilistic), even for 
spin systems with a five-local Ham-
iltonian. Such systems have overall 
Hilbert space H = (Cd)⊗N, i.e. a tensor 
product of dimension d spins, and H 
= ∑

i
hi, where each hi acts non-trivially 

on at most five spins at the same time. 
The thresholds α and β are promised 
to be separated by β – α= Ω ( 1

poly T), 
lower-bounded by some inverse poly-
nomial in the runtime T of the com-

space H = CT⊗(C2)⊗n, which can be re-
garded as a clock storing the current 
position of the computation from 
1,…,T, and a state space storing the 
configuration of n (qu)bits. As com-
mon in quantum information, we will 
use braket notation: Vectors in the 
Hilbert space will be written as “ket” 
ψ〉, and dual vectors as “bra” 〈φ. An 
inner product is then written as 〈φψ〉, 
and the outer—or Kronecker—prod-
uct ψ〉〈φ. Gates are unitary opera-
tions acting on this Hilbert space. For 
a circuit built from the gates U1,…,UT, 
we want to construct a Hamiltonian 
H with ground state Ψ〉 = ∑tt〉 ⊗ Ut…U1 
φ〉, i.e. a uniform superposition over 
the history of the computation. If φ〉 
is some valid initial configuration for 
the circuit, then the state entangled 
with the time register encodes a valid 
computation. More simply put, 〈tΨ〉 
= Ut…U1 φ〉 encodes the state of the 
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the promise gap β – α closes inverse-
polynomially in the system size, the 
ground state energy for halting and 
non-halting will be indistinguish-
able in the thermodynamic limit, i.e. 
infinite system size. Whether or not 
there exists a constant promise gap 
history-state Hamiltonian is highly 
nontrivial, and still an open problem. 
But with a highly technical construc-
tion, Cubitt, Perez-Garcia, and Wolf 
found a way around this obstacle and 
constructed a physical system for 
which deciding whether it is gapped 
or gapless in the thermodynamic 
limit is undecidable [4]. But extraor-
dinary claims require extraordinary 
evidence, so let us take a step back at 
this point and try to understand what 
exactly the three authors proved.

The spectral gap of a physical sys-
tem, described by a Hamiltonian H, 

putation. Kitaev’s reduction is based 
on an embedding of a verifier circuit 
for a QMA-hard decision problem, 
following the construction outlined 
above: For a NO instance, the circuit 
would reject any witness state φ〉 with 
high probability, and the output bit 
would have large overlap with a pen-
alty term meant to push the ground 
state energy above β. For a YES in-
stance, this overlap is small, upper-
bounding the ground state energy by 
α. The problem of distinguishing the 
ground state energy between those 
two cases is thus QMA-hard.

These results have been improved 
successively, and are becoming ever 
more relevant for real-world systems. 
In 2009, Gottesman and Irani pub-
lished a remarkable construction on a 
spin chain, which remains hard even 
for translationally invariant nearest-
neighbor interactions [3]. Almost all 
of these constructions embed a stan-
dard model of quantum computa-
tion, i.e. either a quantum circuit—in 
which case the operations Ui directly 
correspond to gates—or a quantum 
Turing machine. Proposed in 1985 
by David Deutsch, quantum Turing 
machines are universal for quantum 
computation and can be regarded as 
an extension of classical Turing ma-
chines; where the internal state and 
tape are replaced by states in a Hil-
bert space, and the partial transition 
function becomes a unitary opera-
tion on this Hilbert space.

UNDECIDABILITY OF  
THE SPECTRAL GAP
If you followed closely and you are 
vaguely familiar with computer sci-
ence and quantum physics, your 
alarm bells might go off at this point. 
Couldn’t you embed a Turing ma-
chine into a Hamiltonian, and prove 
that physical property of the system it 
describes is in fact undecidable by re-
ducing it to the halting problem? If in-
stead of penalizing the NO output of a 
verifier computation we penalize the 
halting state of a Turing machine, the 
resulting Hamiltonian will have its 
low energy ground state above some 
threshold β if the Turing machine 
halts, and it will lie below α if the ma-
chine runs forever. But this argument 
suffers from a crucial problem: If 

is defined as the difference between 
the energies of the first excited state 
and the ground state, written as Δ = λ1 
(H) – λ0 (H), where λ0 and λ1 denote the 
two lowest eigenvalues of H. For un-
derstanding the behavior of quantum 
many-body systems in the thermody-
namic limit, this spectral gap plays a 
fundamental role. In condensed mat-
ter theory, the gap behavior is tightly 
linked to the phase diagram of the 
system, and phase transitions occur 
at critical points where the gap van-
ishes. In adiabatic quantum compu-
tation, which is as powerful as the cir-
cuit model, the minimal spectral gap 
along the path of Hamiltonians, which 
are adiabatically tuned, determines 
whether the computation can be car-
ried out efficiently [5].

Numerous examples show even 
deciding whether a specific system 

Figure 1. Finite section of the quasi-periodic Robinson tiling.

The tile set consists of a finite set of tiles, and the emerging structures are 
squares, arranged as shown in the picture: Every four squares are contained 
in a bigger square. For any n, there is therefore a constant nonzero density of 
structures of size 4n.
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It has been shown the tiling prob-
lem itself—with unbounded number 
of edge colors—is undecidable [7]. Un-
fortunately, the local dimension grows 
with the number of tiles in the set. If 
one is not concerned with a bound-
ed local dimension, this is already 
enough to prove undecidability of the 
spectral gap. From a physical perspec-
tive, however, it is unreasonable to al-
low the spin dimension to grow with-
out bounds, so one has to find another 
way to specify the countably infinite 
number of problem instances neces-
sary to prove undecidability.

Cubitt et al. solve this by using their 
only inherently quantum ingredient. 
While a classical Turing machine 
with bounded state and alphabet size 
cannot write out a countably infinite 
number of outputs if provided with 
a fixed input, a quantum Turing ma-
chine can. Its entries, which are com-
plex-valued, can have arbitrary preci-
sion as they are specified by a unitary 
transition matrix. The authors thus 
explicitly construct a special-purpose 
quantum Turing machine that per-
forms phase estimation, writing out 
the entire binary expansion of such a 
coefficient. It is known that classical 
probabilistic Turing machines can be 
used to write out an estimate of the 
binary expansion of a coin bias. What 
might come as a surprise is a quan-
tum Turing machine can achieve this 
deterministically. This distinction is 
crucial: If the algorithm worked only 
up to some high probability, the proof 
would not go through. (The phase es-
timation Turing machine is exact giv-
en that it can run for long enough to 
write out the entire phase. On tapes 
that are too short, the output can be 
some arbitrary quantum state. The 
construction is robust to this.)

Combining Wang tiling, phase 
estimation, and a Gottesman-Ira-
ni-style universal Turing machine, 
Cubitt et al. succeed in proving the 
ground state energy density of their 
constructed family of Hamiltoni-
ans is undecidable. More specifi-
cally, they use a specific tile set [8], 
which can tile the plane in an aperi-
odic fashion and exhibits a constant 
nonzero density of boundaries of all 
length scales, as illustrated in Fig-
ure 1. With the Robinson tiling as a 

is gapped or gapless is a highly non-
trivial task. For the one-dimenstional 
antiferromagnetic Heisenberg mod-
el, this question is known as the Hal-
dane conjecture, and open since 1983 
[6]. In high-energy physics, the ques-
tion whether Yang-Mills theory—a 
non-abelian gauge field theory de-
scribing the strong and weak nuclear 
force—has a mass gap is one of the 
Millennium Prize Problems.1

Cubitt, Perez-Garcia, and Wolf 
prove the general problem of decid-
ing whether a physical system is 
gapped or gapless in the thermody-
namic limit is undecidable in the 
exact same sense as the halting prob-
lem for a universal Turing machine is 
undecidable. Their notion of gapped 
and gapless is unambiguous: The 
system they construct either has con-
tinuous spectrum above the ground 
state in the thermodynamic limit, or 
a unique ground state with a finite, 
constant gap Δ≥c for some constant 
c>0. The system is described by a 
translationally-invariant, nearest-
neighbor Hamiltonian HΛ(L) = ∑

i
hi

row 

+ hi
col + hi, defined on a 2-D lattice 

Λ(L) of spins with constant (yet large) 
dimension; where all couplings be-
tween neighbors hi

row, hi
col and 1-local 

terms hi  have coupling strengths  hi 
 ≤ 1 with computable (algebraic) ma-
trix entries.

In other words, their findings show 
there exists no algorithm, however 
inefficient, which can distinguish 
the gapped and gapless case in gen-
erality—even if restricted to simple 
systems as just described. In the axi-
omatic sense, this shows in any con-
sistent recursively-defined formal 
system that allows this problem to be 
stated, neither the presence nor the 
absence of a spectral gap is provable 
from the axioms.

COMBINING WANG TILES,  
QUANTUM PHASE ESTIMATION,  
AND THE HALTING PROBLEM
Cubitt, Perez-Garcia, and Wolf’s re-
sult is based on  a quasi-periodic 
Wang tiling serving as a base layer, 
on top of which lives a universal clas-
sical Turing machine. The Wang til-
ing is purely classical, and the Turing 

1	 http://bit.ly/2bcHTTF

machine is written as a history-state 
Hamiltonian. The input for the uni-
versal Turing machine is computed 
from a phase encoded in a local inter-
action, which is done by a special-pur-
pose quantum Turing machine per-
forming quantum phase estimation.

The Wang tiling is probably the 
most intuitive part of the construc-
tion, and it is helpful to think of a 
puzzle as analogy. Imagine you have 
a finite set of squares W, where each 
edge is colored from a finite set of 
colours S. Of each square you have 
an unlimited supply. You start tiling 
the plane, requiring adjacent tiles 
have matching colors. It is straight-
forward to write down a Hamiltonian 
H on a square lattice Λ, where each 
edge carries a spin of dimension S, 
and such that the ground state of H 
corresponds to valid tilings. Denot-
ing neighboring lattice sites with 
i ∼ j, we write:

where f(i, j,si,sj) = 1 if si and sj match 
on sites i and j, and 0 otherwise. This 
Hamiltonian acts on nearest neigh-
bor spins only. Each term can be 
thought of as a stabilizer operator, 
allowing only valid tile combinations 
on neighboring edges: Similar to a 
classical constraint satisfaction prob-
lem, a state which is in the kernel of 
all local terms is thus a solution to the 
tiling problem. 

HW = ∑ ∑ (1 – f(i, j,si,sj))id⊗id,
i ∼ j sisj∈S

A quantum  
Turing machine  
with bounded  
state space  
and alphabet  
can write out  
a countably infinite 
number of outputs, 
even if only provided 
with a fixed input.

http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=60&exitLink=http%3A%2F%2Fbit.ly%2F2bcHTTF
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tempt at solving the system for ever 
larger instances can only give mis-
leading results: Adding a single row 
of atoms could completely change the 
system from gapped to gapless. From 
a mathematical perspective, a more 
striking statement is the logical 
impossibility of giving a full char-
acterization of the gapped and gap-
less Hamiltonians. This statement is 
much stronger than merely stating 
that it is numerically intractable. For 
specific instances, e.g. the spin-1 an-
tiferromagnetic Heisenberg model, 
the question of whether it is gapped 
or not is trivially decidable. However, 
for the general case, we will never 
be able to write down a classifica-
tion of Hamiltonians distinguishing 
gapped and non-gapped cases.

The idea of uncomputable or un-
decidable quantities is not new to 
physics, and there are other results—
albeit much easier ones, e.g. by relax-
ing the condition on translational 
invariance or geometric locality. In 
light of the significant number of 
highly non-trivial obstacles that had 
to be overcome in the analysis of 
their construction—only a fraction 
of which could be outlined in this 
summary—Cubitt et al.’s undecid-
ability result can be seen as a major 
contribution to our understanding 
of spectral properties of many-body 
quantum systems.

Since the paper was published in 
Nature in 2015, there have been a few 
interesting results related to this line 
of work. Closely linked is a contribu-
tion from Bausch et. al., which pro-
poses a simple, physically realistic 
model on a lattice exhibiting a “phase 
transition” at growing system sizes 
[9]. Switching from purely classical 
ground and first excited states to ex-
hibiting topological order with anion-
ic excitations as in Kitaev’s Toric Code, 
the system becomes quantum when 
it is larger than some threshold lat-
tice size. This is counter intuitive, and 
could open up possible applications 
for materials with exotic properties.

Moreover, one could imagine com-
bining the Hamiltonian construction 
with other interesting computational 
problems. In a more recent paper, the 
authors construct a Turing machine 
for which the halting problem is in-

dependent of ZFC set theory [10]. Em-
bedded in a similar fashion as in the 
undecidability case, this would show 
that deciding whether the resulting 
Hamiltonian is gapless is not possible 
within ZFC, assuming it is consistent. 
Other variants would allow construct-
ing Hamiltonians that are gapped 
if and only if the Riemann Hypoth-
esis—or Goldbach’s Conjecture—is 
correct. As Feynman said, these lines 
of thought are academic at this point. 
It remains to be seen if we will gain 
deeper insight from them, but I hope 
some will find them entertaining and 
interesting as well.
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base layer, they put a phase estima-
tion quantum Turing machine  dove-
tailed by the universal Turing ma-
chine on every lower square edge. If 
the universal Turing machine halts 
after T steps on the input provided 
by the phase estimation, it will pick 
up a penalty p of size O( 1

poly T) for ev-
ery copy of the Turing machine run-
ning on a boundary large enough 
to allow the Turing machine to run 
for T steps. As the halting time for a 
universal Turing machine is uncom-
putable, this penalty will be uncom-
putably small. However, it is nonzero 
and constant, and in particular in-
dependent of the overall size of the 
system. On the other hand, as there 
are O(L2) copies of this Turing ma-
chine running in parallel on a lattice 
of side length L, the overall energy 
penalty will scale as O(pL2), diverg-
ing in the thermodynamic limit. The 
true analysis is therefore subtle, as 
this state cannot be the ground state 
in the limit. It might be favorable to 
break the Robinson tiling instead, 
introducing defects. But the authors 
succeed in showing that their con-
struction is robust to these perturba-
tions, and the energy still scales as L2 
in the system size.

Their resulting Hamiltonian 
Hu

Λ(L)  has the property that either 
its ground state energy density is 
strictly positive—if the Turing ma-
chine halts—or approaches zero 
from below. By combining Hu

Λ(L)  with 
a gapless local Hamiltonian Hd with 
zero energy ground state, such that 
the resulting interaction has one 
extra non-degenerate zero energy 
ground state and such that the spec-
trum of Hd is shifted up by λmin (Hu

Λ(L)), 
the resulting Hamiltonian will be 
gapped—revealing the extra zero 
energy stvate—if and only if the Tur-
ing machine halts on the given in-
put. This gap is constant, and lower-
bounded by one, as λmin (Hu

Λ(L))→∞ as 
L→∞, and their claim follows.

CONCLUDING REMARKS
The implications of this result for con-
densed matter physics are profound. 
It demonstrates one can write down 
a family of relatively simple physical 
systems with phase diagrams that are 
uncomputably complicated. Any at-

http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=61&exitLink=http%3A%2F%2Farxiv.org%2Fabs%2Fquant-ph%2F0001106%2F
http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=61&exitLink=http%3A%2F%2Farxiv.org%2Fabs%2F1512.05687%2F
http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=61&exitLink=http%3A%2F%2Farxiv.org%2Fabs%2F1605.04343
http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=61&exitLink=http%3A%2F%2Farxiv.org%2Fabs%2F1512.05687%2F
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PROFILE

quantum gravity; perhaps another self-
confessed mistake, since he did not 
know enough at the time about either 
quantum theory or relativity in order 
to internalize the problem of unifying 
them. “In those days, you didn’t have 
to stick to your thesis topic; you could 
always change it later. I should have 
actually described my topic in terms 
of problems that I had, not problems 
that I thought physics had. But I did 
want to understand these two topics 
individually, and that’s what I did when 
I started research. Luckily, Dennis 
Sciama was a very accommodating 
boss, and his view was that as long as I 
was engaged with my work, something 
would come out of it. And things slowly 
did…,” he recalled.

“WELL, THEN, YOU’RE USING  
THE WRONG PHYSICS!”
As most aspects of life, the story of 
how Deutsch became interested in 
quantum computing also lies under 
the auspices of serendipity, and came 
about in a convoluted way, emerging 
from his early interest in the nature of 
explanations and the seemingly lacking 
character of the explanations of his 
day. “I was interested in the philosophy 
of science, and what counts as a good 
theory in science. In regard to quantum 
theory, this is a very subtle issue. And I 
was dissatisfied with the way physicists 
accepted the silliness of wave function 
collapse, which to me seemed like an 
abdication of the entire purpose of 
science—which is to understand the 
world. It was almost a ‘you can’t ask 
that question’ sort of attitude, or ‘shut 
up and calculate’, as it’s now called,” he 
explained. Furthermore, the approach 
to quantum mechanics he read struck 
him as being too operational.

In his quest for a more fundamental 
explanation than the wave function 

David Deutsch 
Understanding Computation  
as a Consequence of Physics
DOI: 10.1145/2983453 

moment, but pretty soon at A-levels1 
I’ll get more interested in physics.” 
True to his word, he consequently did.

Deutsch went on to complete a 
bachelor’s degree in natural sciences 
at the University of Cambridge. It was 
during this time he became unhappy 
with the explanations he read. It 
dawned on him that in order to think 
outside the box and understand more 
about the laws of nature one has to 
look beyond science as a prefabricated 
construct,  and instead look into 
the philosophy of science and the 
relationship of theory to experiment. 
As he was struggling to formulate his 
point of view, Deutsch accidentally 
discovered, with the help of a historian 
tutor, the work of the then-poorly 
known philosopher Karl Popper. Deutsch 
attributes his later critical and very 
successful approach to rationalizing 
physics to the transformative power of 
Popper’s ideas.

At the end of his degree, Deutsch 
stayed on at Cambridge for a Part III 
in mathematics (a master’s course), 
which he amusingly referred to as 
likely a mistake. “I didn’t really plan my 
career, ever. I just did what I found was 
interesting, and from time to time I 
sort of applied to things in order to find 
ways of doing what I wanted to do,” he 
told me, adding he found the Part III to 
be boring. As a result, he did not attend 
many of the courses and did poorly.

With his time in Cambridge drawing 
to an end, Deutsch began looking for 
interesting things to do next, which 
led him to apply for a DPhil position 
at Oxford with Prof. Dennis Sciama. 
His initial thesis proposal was on 

1	 The A-levels in the UK are qualifications  
offered at the end of high school, similar to 
the Baccalauréat or Abitur in mainland Eu-
rope, or the SAT in the USA.

David Deutsch is currently a visiting 
professor of physics at Oxford 
University. He is widely regarded to 
have laid the theoretical foundations 
for the theory of quantum computation 
by being the first person to describe a 
universal quantum computer. However, 
although his insight into physics and 
quantum computing is well known and 
self-evident from his fruitful scientific 
output, the background life stories 
against which his observations arose 
and evolved are perhaps less familiar 
to the community.

Herein Prof. Deutsch offers a more 
personal account of his work. It is 
through this account that I pleasantly 
discovered him to be a humble and 
engaging conversationalist. I hope you, 
the reader, will be inspired to go away 
and personally explore some of the 
same mental paths through which he 
successfully ended up challenging the 
status quo of physics in his day.

“I’LL GET INTO  
PHYSICS LATER...”
David Deutsch was raised in the UK 
after his family immigrated from 
Haifa, Israel when he was only three 
years old. According to his own 
account, Deutsch cannot remember 
how or when specifically he knew he 
was interested in science, but on an 
instinctive level he possessed the 
curiosity. It was on the first day at a 
new school at the age of 11, he finally 
learned what physics was. In fact, 
physics was not even his first passion 
in school. Back in those early days, his 
favorite subject was the more granular 
and empirically-formulated subject 
of chemistry. He recalls having had a 
conversation with a friend around the 
age of 14 during which he said: “I’m 
kind of obsessed with chemistry at the 

  DEPARTMENT EDITOR, ADRIAN SCOICĂ
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understand, but rather because they 
had another purpose (such as meeting a 
requirement or passing an exam).

As such, he fought to forge an 
alternative path for himself, and 
through a complicated process, he 
ended up being commissioned to write 
two books—The Fabric of Reality and 
The Beginning of Infinity—which were 
quite successful.

Not only did writing books help 
free him from academic bureaucracy, 
but it also enabled him to write down 
his ideas in a more structured way 
that would efficiently record them for 
posterity. However, he made it clear to 
me that in his intellectual endeavors, 
persuading others he is right was never 
a top priority. In that same spirit, he 
regards having been elected a Fellow 
to the Royal Society as personally 
unremarkable: “I’m glad they did it, 
because it shows my take on things is, 
in some respect, beginning to catch on, 
but apart from that it’s not a very big 
deal. I’m not really interested in career.”

Instead, Deutsch is happy to point 
out the biggest reward in life for him 
comes from enjoying physics itself:  
“I think as a physicist, every day is 
happy... and equally happy!”

Copyright 2016 held by Owner/Author.

mathematical calculation. It was Ada 
Lovelace who, upon contemplating 
the machine, realized this proposed 
computer of Babbage’s could simulate 
any physical process, and the set 
of motions of this analytical engine 
was isomorphic to the set of possible 
motions of any object: The whole 
universe encodable in a single machine.

The fact that such a machine can 
even exist in the first place is a very deep 
property of the laws of [classical] physics.

Now, with quantum physics, it 
turns out a Turing machine was not 
the right object with that property, 
and the object with that universality 
property is instead a universal quantum 
computer. What is significant here is 
the connection between computational 
information and physics continues to 
hold, and is fundamental.

“I REALLY HATED APPLYING  
FOR RESEARCH GRANTS”
During our interview, Deutsch 
confessed even though he loved being 
in a university environment, he had 
a core dislike of the administrative 
and bureaucratic side of living in 
the university system. He especially 
disliked being a lecturer because he 
hated the idea of giving a talk to people 
who aren’t there because they want to 

collapse theory during his early days 
in Oxford, Deutsch came across the 
Everett interpretation of quantum 
mechanics. After reading all related 
papers (only about half a dozen at that 
time), he came to realize they were all 
wrong on one detail: There was no way 
to distinguish between the Everett 
many-world theory and the wave 
function collapse theory. He proposed 
a thought experiment to distinguish 
between the two, which required the 
existence of an entity that would count 
as an observer and yet would maintain 
quantum coherence.

That entity is what we would 
today call a quantum computer. The 
interpretation, however, eluded him 
at the time, and he filed the paper 
away in favor of other work. His later 
Ph.D. years took him to Texas, where 
he had a conversation with Charles 
Bennet of IBM Research during a 
conference. Unaware that Bennett 
had been among the people who 
developed complexity theory in the first 
place, Deutsch professed his belief 
that complexity theory was rubbish 
because it was ultimately dependent 
on the hardware: Different hardware 
would give you different complexities. 
Bennett pushed back by pointing out 
complexity theory is a rigorous science 
because, ultimately, the hardware is 
physics itself. At that point, it dawned 
on Deutsch that they should have built 
up their theory using quantum physics. 
He then went back to redo Turing’s 
argument in terms of quantum physics 
instead of classical physics. He initially 
did not expect much to come out of it, 
and yet that was the beginning of the 
quantum theory of computation.

COMPUTATION AS  
A MANIFESTATION OF PHYSICS
The connection between computation 
and physics, Deutsch explains, is more 
fundamental than the horizon-limiting 
applications of the theories might 
suggest. Babbage’s first thought of 
classical computation, for example, 
was in terms of its applications. He 
designed the first brass machine in 
order to make mathematical tables 
not subject to human error, but he 
did not think beyond applications to 
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Editor’s Note: Members of the UC 
Berkeley quantum computing group are 
devoted to understanding the enor-
mous power of quantum systems. What 
will the computers of tomorrow bring? 
Seung Woo Shin attempts to answer 
that question.

Quantum computing could 
revolutionize the world of 
computing, and, not surpris-
ingly, has received a lot of at-
tention from both academia 

and the public over the years. As Rich-
ard Feynman observed, quantum 

mechanics is complex. The number 
of parameters required to describe a 
quantum state grows exponentially in 
the number of particles, as opposed 
to linearly as in the classical case. 
But this exponential complexity of 
quantum mechanics is a fundamen-
tal computational resource, which al-
lows the quantum computer to solve 
certain problems (e.g. factoring) ex-
ponentially faster than the classical 
computer. On the other hand, this ex-
ponential complexity also presents a 
severe challenge to researchers work-
ing in related fields. Namely it means 

researchers need to understand and 
engineer systems that could be expo-
nentially more powerful and expres-
sive than themselves.

At UC Berkeley, the quantum com-
puting group studies various issues 
surrounding the exponential nature 
of quantum systems. Led by Professor 
Umesh Vazirani—one of the founders 
of quantum computing—the group 
works not only on more traditional 
topics, such as quantum algorithms 
and quantum complexity theory, but 
also more recent topics such as quan-
tum Hamiltonian complexity. Natu-
rally, we collaborate with researchers 
from a wide spectrum of disciplines.
For example, in 2014 the semester-
long program at UC Berkeley’s Si-
mons Institute brought together more 
than 50 researchers worldwide from 
computer science, mathematics, and 
physics to explore the rich connection 
between quantum information sci-
ence and condensed matter physics.

The last few years have produced 
many exciting engineering advances 
in quantum technologies. The most 
famous of these would be the large-
scale implementation of quantum 
annealers by D-Wave Systems. While 
falling short of achieving general-
purpose quantum computation, 
these machines provide a novel heu-
ristic for solving certain optimiza-
tion problems (e.g. minimizing the 
energy of a classical spin system), 
and may have the potential to achieve 
a quantum speedup on those prob-
lems. Unfortunately, in the absence 
of a rigorous protocol for testing such 
machines, their exact computational 
power remains unknown. The diffi-
culty stems from the fact that quan-
tum computers are supposed to be 
exponentially complex and therefore 
cannot be simulated on a classical 
computer. How, then, can we test that 
a given quantum computer actually 
behaves according to specification, 
or even that it is indeed “quantum”?

UC Berkeley’s Quantum 
Computing Group 
Berkeley, CA
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The Rivest-Shamir-Adleman (RSA) cryptosystem is one of the most 
commonly used public-key encryption algorithms. The public 
keys are publicly disseminated, so that anyone sending a message 
to a party A can encrypt the message using A’s public key. But the 
message can only be decrypted with A’s private key, which rest solely 
in the possession of the rightful addressee of the message. The 
algorithm works by finding a large semiprime n such that n = p × q. 
The values (n, p, q) are used to generate a public key that’s composed 
of n, a public exponent and a private key that is composed of n, and 
a private exponent. To be able to decipher a message given n, one 
needs to factorize n value to find p and q values. 

In 1991, RSA Laboratories set out to learn the effort required 
to factor RSA numbers of a given size, hence the RSA Factoring 
Challenge. The challenge became inactive in 2007. To date the 
largest semiprime factored was the 768-bit challenge in 2009. As the 
semiprime grows bigger, the factorization time grows exponentially, 
which evokes the need for a quantum computer.

In 1994, Peter Shor formulated a quantum integer factorization 
algorithm to factorize any number in theory, which has been recently 
realized practically in 2016 using a scalable ion-trap quantum 
computer that returns the correct factors of the number 15 with 
a confidence level exceeding 90 percent. Researchers claim this 
computer can be scaled to factor larger numbers in a polynomial 
time, which would jeopardize RSA’s security. 

—Asmaa Rabie

The RSA Trap 
At Berkeley, my research primarily 

consists of developing an appropri-
ate benchmark for the quantum an-
nealer. The main idea of our method 
is borrowed from the famous Turing 
test, which compares the black-box be-
havior of a given machine with that of 
humans in order to determine wheth-
er the machine can “think.” Similarly 
we compare the black-box behavior of 
a given quantum computer to that of 
a suitable classical model, in order to 
test whether the quantum computer 
exhibits nontrivial quantum effects 
and whether it achieves a quantum 
speedup. If the two are nearly indis-
tinguishable, the quantum computer 
is arguably “classical” from a compu-
tational viewpoint.

So far, our tests have not exhibited 
strong evidence that today’s quan-
tum annealers are capable of in-
ducing nontrivial quantum effects. 
This means experimental data from 
these machines, which are publicly 
available, can mostly be explained 
using our classical model. While 
this suggests we still have a long way 
to go in quantum engineering, our 
methodology for testing quantum 
annealers is already impacting fol-
low-up research in various ways. Our 
work not only provides an effective 
benchmark with which to under-
stand where our technologies stand, 
but it also provides a guideline as to 
where to look for quantum effects 
in these machines. All in all, it is my 
great fortune to be able to contrib-
ute to the development of this excit-
ing technology as a member of UC 
Berkeley quantum computing group, 
and I hope our work will continue to 
play an important role in bringing 
the quantum era into reality.

Biography

Seung Woo Shin is a graduating Ph.D. student in computer 
science at UC Berkeley, advised by Umesh Vazirani. His 
research focuses on the question of how we as classical 
beings can understand and control quantum systems 
which may be exponentially more powerful than ourselves.

Quantum Factorization Records of Semiprimes

Number Qubits Algorithm Year Broken Scalable

15 8 Shor 2001 No

21 10 Shor 2012 No

56153 4 minimization 2012 No

15 7+4 (cache-qubits) Shor 2016 YES

The number of search possibilities  using D-Wave Systems’  
quantum computer of 1,000 qubits. This figure is higher than 
the total number of particles in the universe.
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HELLO WORLD

Imagine you are a data-curious foodie 
who plans to organize a birthday 
party for a good friend of yours. Your 
goal is to find natural groups of food 

products so you can better cater to the 
tastes of your friends. For example, your 
vegan friends might love soy burgers and 
brown rice marshmallow treats, your 
carnivore friends might love steak tartare 
and sashimi, and your healthy eating 
friends might enjoy a harvest salad and 
Mediterranean panini. 

One way to tackle this task is to make 
a large list of food products and then 
analyze their nutrition facts and lists of 
ingredients. A simple approach involves 
using a finite mixture model [1] to cluster 
the products such that foods in the same 
cluster have similar nutritional values 
and contain similar ingredients. This is 
sometimes called model-based clustering 
because it involves defining a probabilistic 
model of the data and optimizing a well-
defined objective, such as the likelihood or 
posterior probability of the data [1]. 

The issue with finite mixture models 
is that the models assume a finite and 
fixed number of clusters in the data, which 
has to be specified in advance before 
the analysis is started. However, in many 
cases, there is no well-defined number of 
clusters and it is not clear if the “correct” 
value for the number of clusters even 
exists. In our case, there really might be 
an infinite number of food tastes and any 
list of food products, though long, might 
simply not have enough data to detect all 
the different tastes. We would thus like 
to have a model that posits an infinite 
number of food clusters, which naturally 
emerge when analyzing longer lists of 
food products. Your foodie birthday party 
planning would be much more convenient 
if you did not have to choose the number of 
clusters at all.

In this column, we discuss infinite 
mixture models, which do not impose any 
a priori bound on the number of clusters 
in the data. To be able to achieve this level 

of flexibility, we will use a nonparametric 
Gaussian mixture model based on the 
Dirichlet process [1,2]. This will allow 
the number of clusters to automatically 
increase as new food products are added 
to the list. 

THE CHINESE  
RESTAURANT PROCESS
Let us describe the infinite mixture model 
for finding food clusters as the following 
generative story. We assume an infinite set 
of clusters, where each cluster is described 
by a set of parameters. For example, in the 
analysis presented here, each cluster is 
described by a Gaussian distribution with a 
specified mean and a standard deviation. 
These cluster parameters themselves 
come from another distribution, which is 
often called a base distribution. One of the 
canonical generative stories for the infinite 
mixture models is called the Chinese 
restaurant process [1 ,2, 3], which we use 
here to assign food products to clusters. 

The Chinese restaurant process works 
as follows. Imagine a Chinese restaurant 
where all your friends go to eat one day. 
Initially, the restaurant is empty. When the 
first person enters the restaurant, she sits 
down at a table and orders food for the 
table; everyone else who joins her table will 
be limited to eating the food she ordered. In 
the modeling speak, sitting down at a table 
corresponds to selecting a cluster and 
ordering the food corresponds to selecting 
parameters for the cluster. Next, the 
second friend enters the restaurant and he 
has to pick a table to sit at. With probability 
α/(1+α) he sits down at a new table (i.e., 
selects a new cluster) and orders food for 
the table (i.e., specifies parameters for the 
new cluster). Otherwise, with probability 1/
(1+α) he joins the table of the first person 
and eats the food that is already ordered 
(i.e., he and the first person belong to 
the same cluster). After some time, the 
(n+1)-st friend enters the restaurant and 
sits down at a new table with probability 
α/(n+α) and at table k with probability 

nk/(n+α), where nk is the number of your 
friends currently sitting at table k.

Although the Chinese restaurant 
process might at first sight appear a 
very simple model, it is an extremely 
powerful concept [1, 2, 3] that is 
currently an active research topic and 
has seen many applications [4, 5]. For 
example, it is interesting to see the 
more people (i.e., data points) there 
are at a table (i.e., cluster), the more 
likely it is people (i.e., new data points) 
will join the table. This means that 
our clusters satisfy a “rich get richer” 
property. Second, there is always a 
small probability that someone joins an 
entirely new table (i.e., a new cluster 
is formed). And thirdly, we see the 
probability of a new cluster depends 
on the value of parameter α . We can 
think of α as a concentration parameter 
that affects the dispersion of people 
in the restaurant. Smaller values of α 
result in more tightly clustered data 
points, whereas larger parameter values 
indicate that for any given finite set of 
points more clusters will be non-empty. 

THE OPEN FOOD FACTS
The Open Food Facts (http://world.
openfoodfacts.org) is a collaborative, 
free, and open database of food products 
from around the world. For the purpose of 
this column we retrieved data for 2,776 
food products sold in the United States. 
Examples of the products include various 
brands of peanut butter, chocolate, 
bread, meat, and foods from other 
categories. For each product, we retrieved 
a list of ingredients together with the 
associated quantities, nutrition facts, and 
characteristics of the product. 

We represent each product with 
a vector of real values, such that 
categorical items are encoded with 
binary features and numerical items 
are normalized to report values for 
same product size (i.e., 100 grams or 
100 milliliters). Additionally, we remove 
features with low variance and food 
products with empty data profiles. (The 
raw and preprocessed data sets are 
available in the supplementary materials.)

CLUSTERING THE FOOD FACTS
Having constructed food profiles based on 
data from the Open Food Facts database 

The Infinite Mixtures  
of Food Products 
BY MARINKA ZITNIK

http://mags.acm.org/crossroads/fall_2016/TrackLink.action?pageName=66&exitLink=http%3A%2F%2Fworld.openfoodfacts.org
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we proceed by clustering the profiles 
into coherent groups of foods. For that 
we consider an infinite Gaussian mixture 
model [6]. This is an implementation
of the Chinese restaurant process 
described earlier that allows us to 
calculate the probability of any particular 
set of cluster assignments to food 
products. To learn a good set of such 
cluster assignments we rely on a popular 
Markov chain Monte Carlo (MCMC) 
approach, known as Gibbs sampling [1], 
which is the MCMC analog of coordinate 
descent. (The Python implementation 
of the method is provided in the 
supplementary materials.)

Most importantly, since we are using 
an infinite mixture model, we do not 
need to specify the number of clusters to 
find. We can see the number of clusters 
detected by the model varies as we feed 
in more food products. As expected, the 
model discovers more and more clusters 
as more and more food products arrive. 
It can be shown that the number of 
discovered clusters grows logarithmically 
as more data points are considered [1].

Considering the entire data set, 
Figures 1 and 2 show two detected 
clusters. Looking at a sample of food 
products from the first cluster (Figure 
1), we find a lot of desserts and foods 

that feature butter. We also show 
the average nutritional profile of the 
products assigned to the cluster. We 
define a nutritional profile of a product 
by normalizing each nutrition feature 
value with respect to the mean and 
standard deviation of the feature. The 
nutritional profile of a cluster is then 
reported as a profile of standardized 
scores, also known as z-values. These 
scores measure how many standard 
deviations away from the average feature 
value is a particular value. For example, 
food products in the cluster from Figure 
1 tend to be high in fat and energy, and 
low in fiber, proteins, and carbohydrates. 
On the other hand, cluster in Figure 2 
contains cereals, oatmeal, and a variety 
of protein bars, which are aligned with 
the nutritional profile of the cluster. The 
profile tells us that this cluster is high in 
iron, calcium, fiber and proteins, and is 
low in fat and salt.

Altogether, our analysis here 
demonstrates that modern statistical 
methods can find high quality partitioning 
of the data into clusters without the need 
to a priori define the number of desired 
clusters. Furthermore, we surely satisfied 
data curiosity of our foodie friend! 
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Figure 1. A cluster of food products discovered by mining the Open Food Facts 
data. Nutritional profile of the cluster shows that foods in the cluster are low in 
carbohydrates, fiber, sugars, proteins, calcium and iron, but high in energy and 
fat (left). Examples of products assigned to this cluster are well aligned with 
the nutritional profile of the cluster (right). 
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Figure 2: A cluster of food products found in the Open Food Facts data by the 
infinite Gaussian mixture model. Nutritionally, the cluster contains food prod-
ucts that are high in carbohydrates, fiber, sugars, proteins, calcium and iron. 
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QUANTUM COMPUTING
Quantum mechanics is a conceptually 
counterintuitive area of science that 
has baffled some of the finest minds. 
Albert Einstein said, “God does not 
play dice with the universe” when 
speaking of quantum phenomenon. A 
quantum computer taps directly into 
the fundamental fabric of reality—
the strange and counterintuitive 
world of quantum mechanics—to 
speed up computation. Rather than 
store information as zeroes or ones 
as conventional computers do, a 
quantum computer uses qubits, 
which can be a one, a zerp, or both 
at the same time. This “quantum 
superposition,” along with the 
quantum effects of entanglement 
and quantum tunnelling, enable 
quantum computers to consider and 
manipulate all combinations of bits 
simultaneously—making quantum 
computation powerful and fast. In 
the near future, it will likely become 
possible to perform special-purpose 
quantum computations that, while 
not immediately useful for anything, 
are plausibly hard to simulate using a 
classical computer. 

—Tejas S. Khot

QUANTUM SUPREMACY

“Has the Age of Quantum  
Computing Arrived?”
By Andrew Anthony
Computer science has witnessed 
some astounding developments over 
the last few decades, but the next 
anticipated step may be the most 
revolutionary of all. The Guardian’s 
Andrew Anthony surveys some of 
the physical implementations of 
quantum computers, and how they 
are perceived by the industry from a 
commercial standpoint.
https://www.theguardian.com/
technology/2016/may/22/age-of-
quantum-computing-d-wave

POINTERSACRONYMS

EPR Paradox Einstein-Podolsky-

Rosen Paradox: The EPR Paradox was 

a quantum mechanics experiment 

done by Einstein and his two 

associates, Boris Podolsky and 

Nathan Rosen. The fundamental 

principle of this paradox is the 

interaction of particles happens in 

such a manner, that it’s possible 

both their momentum and position 

can be measured more precisely 

as compared to the Heisenberg’s 

uncertainty principle, provided that 

the measurement of one particle 

does not affect the other one 

instantaneously to prevent it.

Qubit Quantum Bit: A qubit, or 

quantum bit, is a quantum computing 

counterpart to the bit or a binary digit 

of classical computing. In classical 

computers, a bit represents the 

elemental unit of information. Similarly 

in a quantum computer, a qubit is the 

basic unit.

QBER Quantum Bit Error Rate: It is 

stated QBER is the ratio between the 

number of bits in error and total bits 

detected. Mostly, analysis of QBER is 

focused on a particular component’s 

effect in the link. Dark count refers 

to total error occurrence due to 

dispersion, detectors, imperfect 

sources, and loss.

QKD Quantum Key Distribution: Security 

in communication is guaranteed by 

QKD through quantum mechanics. 

Two parties create a random shared 

secret-key that is only known by those 

parties. Messages can be encrypted 

and decrypted using this secret-key.

 “Primitive Quantum Computers 
ay Already Outperform Standard 
Machines for Very Specific Tasks”
Present-day quantum computers have 
a very limited number qubits at their 
disposal owing to the fragile nature of 
quantum entanglement, which makes 
it extremely difficult to maintain 
many more of them. Even with these 
constrained quantum processors, 
researchers are able to achieve higher 
performance for solving extremely 
specialized problems.  Researchers are 
studying the processing capabilities of 
smaller, simpler designs as precursors 
for large-scale quantum computers 
and also as processing units in their 
own right. The upshot of this research 
is a new link has been established 
between quantum walks and 
computational complexity theory that 
shows specific tasks could ultimately 
demonstrate quantum supremacy over 
classical computers.
http://www.gizmag.com/quantum-
computer-processor-walk-
algorithm/43263/

“Strachey Lecture :  
Quantum Supremacy”
By Dr. Scott Aaronson 
On what grounds should we believe 
that a given quantum system really 
is hard to simulate classically? Does 
classical simulation become easier 
as a quantum system becomes 
noisier? And how do we verify the 
results of such an experiment? In 
this timely video lecture held at 
Oxford, Dr. Aaronson of MIT and 
UT Austin discusses recent results 
and open problems around these 
questions, using three proposed 
“quantum supremacy experiments” 
as examples: BosonSampling, IQP/
commuting Hamiltonians, and 
random quantum circuits.
https://podcasts.ox.ac.uk/strachey-
lecture-quantum-supremacy
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Quantum Computing  
and Quantum Chemistry
Even the most powerful classical 
computers struggle when trying to 
calculate how molecules will interact 
in a chemical reaction. That’s partly 
because the complexity of such 
systems doubles with the addition of 
every atom, as each atom is entangled 
with all the others. Quantum 
computers may prove their worth 
soon in fields like quantum chemistry. 
Simulating a water molecule, for 
example, would require only 14 qubits 
(by contrast, a classical computer 
simulation of water needs 214 bits). 
Two contributions describe some of 
the recent progress at the intersection 
of these fields:
•	 Sabre Kais’ “Introduction 
to Quantum Information and 
Computation For Chemistry”;  
http://www.chem.purdue.edu/kais/
paper/QICC_Vol%20154_Chap1.pdf 
•	 James Whitfield’s dissertation “At the 
Intersection of Quantum Computing 
and Quantum Chemistry”; http://www.
jdwhitfield.com/jdw.thesis.pdf

INTRODUCTORY BOOKS  
FOR BEGINNERS
The multidisciplinary field of 
quantum computing strives to exploit 
some of the uncanny aspects of 
quantum mechanics to expand our 
computational horizons. Collected 
here are some of the best reads, 
not demanding advanced prior 
knowledge, for learning more.

Quantum Computing for  
Computer Scientists
Noson S. Yanofsky and  
Mirco A. Mannucci,  
Cambridge University Press (2008)
Publisher’s Description: “With 
chapters on computer architecture, 
algorithms, programming languages, 
theoretical computer science, 
cryptography, information theory, and 
hardware, this text has step-by-step 

“An Introduction to Quantum 
Machine Learning”
By M. Schuld, I. Sinayskiy, F. Petruccione
The advent of modern machine 
learning has ushered in rapid 
advances in the classification and 
interpretation of large data sets, 
sparking a revolution in areas such as 
computer vision and natural language 
processing.  Much of our current 
understanding of the techniques that 
underlie this revolution owes a great 
debt to insights first gleaned from 
condensed matter and statistical 
physics. Further insights remain to be 
found at the intersection of machine 
learning and fields such as statistical 
physics, condensed matter, and 
quantum information. This article 
gives a systematic overview of the 
emerging field of quantum machine 
learning, presenting the approaches 
as well as technical details in an 
accessible way, while also discussing 
the potential of a future theory of 
quantum learning.
https://arxiv.org/abs/1409.3097

“Philosophical Aspects of Quantum 
Information Theory”
By Christopher G Timpson
For philosophers, and for those 
interested in the foundations of 
quantum mechanics,
quantum information theory makes 
a natural and illuminating object of 
study for a simple reason. One can 
cast its central concerns in terms of 
a long-familiar question: “How does 
the quantum world differ from the 
classical one?” This paper reviews 
some of these philosophical aspects of 
quantum information theory.
https://arxiv.org/abs/quant-ph/0611187

examples, more than 200 exercises 
with solutions, and programming 
drills that bring the ideas of quantum 
computing alive for today’s computer 
science students and researchers.”

Quantum Computing:  
A Gentle Introduction 
Eleanor G. Rieffel and Wolfgang H. 
Polak, MIT Press (2014)
Publisher’s Description: “With its 
careful development of concepts 
and thorough explanations, 
Rieffel and Polak  make quantum 
computing accessible to students 
and professionals in mathematics, 
computer science, and engineering. 
A reader with no prior knowledge of 
quantum physics (but with sufficient 
knowledge of linear algebra) will be 
able to gain a fluent understanding by 
working through the book.”

Quantum Computing  
Since Democritus
Scott Aaronson, Cambridge University 
Press; 1st edition (April 29, 2013)
Publisher’s Description: “Written by 
noted quantum computing theorist 
Scott Aaronson, this book takes 
readers on a tour through some of 
the deepest ideas of maths, computer 
science, and physics. Full of insights, 
arguments, and philosophical 
perspectives, the book covers an 
amazing array of topics. There are 
also extended discussions about 
time travel, Newcomb’s Paradox, the 
anthropic principle and the views of 
Roger Penrose. Aaronson’s informal 
style makes this fascinating book 
accessible to readers with scientific 
backgrounds, as well as students 
and researchers working in physics, 
computer science, mathematics,  
and philosophy.”
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Workshop on Quantum Simulation 
and Quantum Walks
Czech Technical University
Prague, Czech Republic
November 17-20, 2016
http://wqsqw2016.phys.cz/

QCIT 2016
Washington D.C.
December 8, 2016
http://www-mobile.ecs.soton.ac.uk/
events/GC_16_QCIT_CFP.htm/

FSTTCS 2016 
Chennai Mathematical Institute
Chennai, India
December 13-15, 2016
http://www.fsttcs.org/

CONTESTS & EVENTS

Microsoft Quantum Challenge
Microsoft recently announced the 
winners of its “Quantum Challenge,” 
which invited students to use their 
quantum circuits and quantum noise 
simulator. The winner, Ph.D. student 
Thien Nguyen from Australia, was 
awarded the Grand Prize of $5,000 
for his entry “Simulating Dynamical 
Input-Output Quantum Systems with 
LIQUi|>”. Visit the QuARC research 
group’s web page to learn more about 
upcoming challenges.
https://aka.ms/quantumchallenge/

ProtoHack
ProtoHack is a code-free hackathon 
aimed at non-technical entrepreneurs. 
During the event, participants use 
wireframing and prototyping tools to 
design and demo an idea, concluding 
with a pitch for the other participants 
and judges, including investors. 
ProtoHack events will take place in 
San Francisco (Oct. 15), New York City 
(Nov. 5), and Calgary (Nov. 26)
http://protohack.org/ 
https://hackthenorth.com/

CONFERENCES 

QCrypt 2016
Washington D.C.
September 12-16, 2016
http://2016.qcrypt.net/

IEEE HEPC 2016
Westin Hotel
Waltham, MA
September 13-15, 2016
http://www.ieee-hpec.org/

PPSN 2016
Edinburgh, Scotland
September 17-21, 2016
http://www.ppsn2016.org/conference/

ETSI/IQC Workshop on  
Quantum Safe Cryptography
Toronto, Canada
September 19-21, 2016
http://www.etsi.org/news-events/
events/1072-ws-on-quantumsafe-2016/

IQIS 2016
University of Rome La Sapienza
Rome, Italy
September 20-23, 2016
http://www.picque.eu/iqis2016/

TQC 2016
Magnus House
Berlin, Germany
September 27-29, 2016
http://tqc2016.physik.fu-berlin.de/
home/

ACM NanoCom 2016
New York, NY
September 28-30, 2016
http://nanocom.acm.org/

IEEE FOCS 2016
New Brunswick, NJ
October 9-11, 2016
http://www.wisdom.weizmann.
ac.il/~dinuri/focs16/CFP.html/

Theory of Quantum Computation, 
Communication and Cryptography 
(TQC 2016)

Berlin, Germany 
September 27-29, 2016

Quantum computing encompasses 
a wide range of topics like quantum 
complexity theory, communication, 
cryptography, coding theory, etc. 
Research in quantum computation 
has lead to rapid theoretical and 
practical improvements in these 
areas. As we increasingly rely 
on services in the cyber world, 
security has become a key issue. 
Advancements in quantum 
computation can only add to the 
problems that researchers need to 
figure out how to solve.

TQC 2016 focuses on the 
theoretical aspects of these 
problems. The conference will 
bring together researchers so they 
can interact and share possible 
problems and solutions with each 
other. TQC 2016 will also include 
invited and contributed talks, and 
a poster session.  

Visitors to the conference can 
also explore the city of Berlin, 
which has numerous points of 
interest like Checkpoint Charlie, 
the Berlin Wall, and Brandenburg 
Gate. 

For more information about  
the conference, please visit  
http://tqc2016.physik.fu-berlin.de/.

——Darshit Patel

FEATURED EVENT EVENTS
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Internationalization  
and Unicode Conference 40
The 40th Internationalization and 
Unicode Conference will take place 
November 1-3 in Santa Clara, CA later 
this year. Unicode is a computing 
industry standard for the representation 
and handling of text, and contains 
more than 128,000 characters. The 
conference will discuss updates on 
the latest standards and techniques 
for troubleshooting common 
problems or requirements.
http://unicodeconference.org/

GRANTS AND SCHOLARSHIPS 

Richard E. Merwin  
Student Scholarship
Website: https://www.computer.org/
web/students/merwin
Deadline: September 30, 2016
Eligibility: Graduate or undergraduate 
students currently enrolled in a 
computer related field who hold a GPA 
of no less than 2.5 and are members of 
IEEE Computer Society. 
Benefits: $1,000 (for one academic year)
Explanation: The scholarship is 
sponsored by IEEE to reward active 
student volunteer leaders participating 
in student branches or chapters. 
Winners will serve as IEEE Computer 
Society Student Ambassadors.

Women in Technology Scholarship
Website: https://www.buildium.com/
women-in-technology-scholarship/
Deadline: October 1, 2016
Eligibility: Female graduate or 
undergraduate students currently 
enrolled in product design, 
interaction design, UX design, or 
computer science programs.
Benefits: $2,500 
Explanation: Boston-based startup, 
Buildium, is offerring a scholarship that 
aims to recognize female STEM leaders. 
Applicants are required to submit an 
essay (roughly 1,000 words) describing a 
female STEM leader who inspires them.

Build U. Scholarship
Website: https://www.buildium.com/
buildiums-build-u-scholarship/
Deadline: October 1, 2016
Eligibility: Graduate or undergraduate 
students currently enrolled in product 
design, interaction design, UX design, 
or computer science programs.
Benefits: $2,500 
Explanation: The scholarship aims to 
recognize companies that value friendly 
working environments and customer 
support. Applicants are required to 
submit an essay (approximately 1,000 
words) describing one company that 
exemplifies Buildium’s core values.

UPE/ACM Scholarship Award
Website: http://upe.acm.org/
scholarship.html
Deadline: December 15, 2016
Eligibility: Graduate or undergraduate 
students currently enrolled in a 
computer-related field, who are 
student members of the ACM and a 
member of an ACM Student Chapter at 
an academic institution.
Benefits: $1,000
Explanation: The scholarship is 
sponsored by UPE and the ACM to raise 
the importance of academic achievement  
and professional commitment for ACM 
student members looking to enter  into 
the computing profession.

The Generation Google Scholarship 
Website: https://www.google.com/edu/
scholarships/the-generation-google-
scholarship/
Deadline: January 2017 (The official 
application deadline has not been set, 
make sure to check the website for 
further details.)
Eligibility: Graduate or undergraduate 
students who belong to an 
underrepresented group in computer 
science at a university in the U.S. or 
Canada.
Benefits: $10,000 
Explanation: The scholarship aims 
to help aspiring computer scientists 
excel in technology and become 
leaders in the field. Winners will be 
invited to attend the Google Scholars’ 
Retreat in the summer of 2017. 

Quantum Communications and 
Information Technology (QCIT ’16)

Washington D.C. 
December 8, 2016

Unlike in the classical public 
key cryptography, which uses 
one-way functions, quantum 
key distribution (QKD) uses the 
principles of quantum mechanics 
to generate and share keys between 
two parties. It also allows the 
provision to detect eavesdropping 
during the sharing process. The 
resultant shared keys can then be 
used with any chosen encryption 
algorithms.

Though these concepts have 
been fairly developed, there is no 
real system on the market that 
can carry out these tasks. This 
conference aims to connect people 
from academia and industry to 
exchange ideas related to quantum 
communications and developing 
applications and research in this 
new field.

QCIT ’16 is a part of IEEE 
Globecom, which will be held in 
the U.S. capital of Washington 
D.C. Conference goers can visit 
various points of interest like 
the Smithsonian Institution, the 
Washington Monument,  
the Lincoln Memorial, and the  
iconic White House.

For more information, please 
visit http://www-mobile.ecs.soton.
ac.uk/events/GC_16_QCIT_CFP.
htm/.

——Darshit Patel
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SUBMIT A PUZZLE

Can you do better? Bemusements would like your 
puzzles and mathematical games (but not Sudoku). 
Contact xrds@acm.org to submit yours!

A Question of Time 
If the hour and minute hands are at equal distance from  
the 6 hour, what time will it be exactly?

Find the solution at: http://xrds.acm.org/bemusement/2016.cfm
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Seeks Student Volunteers
Are you a student who enjoys staying up to date with the latest tech 
innovations, and is looking to make an impact on the ACM community?

Editorial positions are now open for the following positions: 
social media editor, feature editor and department editor.

XRDS is a quarterly print magazine for students by students that examines 
cutting edge research in computer science, viewpoints on technology’s 
impact in the world today, and works to support a strong, positive, and 
inclusive community of students interested in computer science. Our 
goal is to make the magazine accessible to anyone with an interest in 
computer science and technology. XRDS focuses on interesting work being 
conducted at diff erent universities, research centers and labs around 
the word. Our editors represent a team of students with diverse interests 
who are undergrads and graduate students from around the globe. 

For more information and to apply visit:
http://xrds.acm.org/volunteer.cfm
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CAREERS at the NATIONAL SECURITY AGENCY

WORKEXTRAORDINARY
Inside our walls, you will find the most extraordinary people doing 
the most extraordinary work. Yet it’s not just finite field theory, 
quantum computing or RF engineering. It’s not just discrete   
mathematics or graph analytics.

It’s all of these and more – rolled up into an organization that leads 
the world in signals intelligence and information assurance.
Inside our walls you will find extraordinary people, doing   
extraordinary work, for an extraordinary cause: 

The safety and security of the United States of America.

U.S. citizenship is required for all applicants. NSA is an Equal Opportunity Employer and abides by applicable employment laws and 
regulations. All applicants for employment are considered without regard to age, color, disability, genetic information, national origin, race, 
religion, sex, sexual orientation, marital status, or status as a parent.

Computer/Electrical Engineering
Computer Science
Cybersecurity
Information Assurance
Mathematics
Foreign Language Analysis
Intelligence Analysis
Cryptanalysis
Signals Analysis
Business
Finance & Accounting
Paid Internships, Scholarships & Co-op

APPLY TODAY

Search NSA to Download

WHERE INTELLIGENCE GOES TO WORK ®

IntelligenceCareers.gov/NSA
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